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TOPOLOGICAL RECONSTRUCTION THEOREMS FOR VARIETIES

JÁNOS KOLLÁR, MAX LIEBLICH, MARTIN OLSSON, AND WILL SAWIN

ABSTRACT. We study Torelli-type theorems in the Zariski topology for varieties of di-
mension at least 2, over arbitrary fields. In place of the Hodge structure, we use the

linear equivalence relation on Weil divisors. Using this setup, we prove a universal

Torelli theorem in the sense of Bogomolov and Tschinkel. The proofs rely heavily on
new variants of the classical Fundamental Theorem of Projective Geometry of Veblen

and Young.

For proper normal varieties over uncountable algebraically closed fields of charac-
teristic 0, we show that the Zariski topological space can be used to recover the lin-

ear equivalence relation on divisors. As a consequence, we show that the underlying
scheme of any such variety is uniquely determined by its Zariski topological space.

We use this to prove a topological version of Gabriel’s theorem, stating that a proper

normal variety over an uncountable algebraically closed field of characteristic 0 is de-
termined by its category of constructible abelian étale sheaves.

We also discuss a conjecture in arbitrary characteristic, relating the Zariski topolog-

ical space to the perfection of a proper normal variety.
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1. INTRODUCTION

The underlying topological space |X| of a smooth projective variety X over a field k
is typically viewed as a rather weak invariant. For example, for a smooth projective
curve X/k the topological space |X| is determined by the cardinality of the set of
points. As we discuss further below in Lemma 4.4.1, there are also many examples
of homeomorphic smooth projective surfaces (over algebraic closures of finite fields)1

that are not isomorphic.
The present paper is a reflection on what additional structures on |X| enable one

to recover the scheme X. There is a substantial literature on related questions. In
particular, we mention the work of Bogomolov–Korotiaev–Tschinkel [3] and subse-
quent work of Zilber [25]. There is also related work of Cadoret–Pirutka [7] and
Topaz [20, 21] for reconstruction from K-theory and other Galois-cohomological in-
variants. Finally, we mention the work of Voedvodsky [22], proving a conjecture of
Grothendieck that the étale topos of a normal scheme of finite type over a finitely
generated field uniquely determines the scheme.

We summarize the main results of the present paper somewhat informally, and
with slightly stronger assumptions than in the body of the paper, in the following
theorem:

Main Theorem (Universal Torelli, proper case). Let X be a proper normal geometri-
cally integral variety of dimension at least 2 over a field k.

A. If k is infinite or X is Cohen-Macaulay of dimension ≥ 3, then X is uniquely

determined as a scheme by the pair

(|X|, c : X(1) → Cl(X)),

where |X| is the underlying Zariski topological space, Cl(X) is the group of Weil

divisor classes, X(1) is the set of codimension 1 points of |X|, and c is the map
sending a codimension 1 point of X to its divisor class.

Equivalently,X is determined as a scheme by its underlying topological space
|X| and the rational equivalence relation on the set of effective divisors.

B. If k is an uncountable algebraically closed field of characteristic 0, then linear
equivalence of divisors on X is determined by |X|. As a consequence of this and
statement A, X is determined by |X| alone.

We also prove a categorical corollary.

Corollary (Topological Gabriel–Rosenberg, Theorem 5.4.1). If X is a normal scheme
of dimension at least 2 such that Γ(X,OX) is an uncountable algebraically closed field
of characteristic 0 and X → Spec Γ(X,OX) is proper, then X is uniquely determined by
the category of constructible abelian étale sheaves on X.

1in fact, examples of homeomorphic surfaces over fields of different characteristics
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As we briefly discuss in Section 5.4, this leads to a number of interesting questions
about topological analogues of classical results: the work of Balmer [1] and the theory
of Fourier–Mukai transforms primary among them.

The key to proving the Main Theorem is a rational form of the Fundamental Theo-
rem of Projective Geometry, which we develop in Section 2.1. In Section 3.3, we lever-
age the incidence-definition of a Zariski open set of pencils in certain linear systems
to recover the linear structure on set-theoretic rational equivalence classes using the
rational fundamental theorem. This is inspired by work of Bogomolov and Tschinkel
who used similar ideas to reconstruct function fields [4].

Remarks. We conclude the introduction with a few remarks.

(1) Note that statement A is actually false in general for schemes of dimension 1
(see Proposition 4.5.1 below). Zilber’s proof using model theory [25] works only
under the assumption that the constant fields of the curves are algebraically
closed. It would be interesting to have a deeper understanding of the dimen-
sion 1 case, including finding a proof that uses only the types of methods we
employ here.

(2) The full statements of the main results are Theorem 3.1.12, Theorem 4.3.1.1,
and Theorem 5.1.2 below. Note that the isomorphism type that is recovered is
the isomorphism class of X over Z, not over k. As an example, observe that
the theorem implies that for n ≥ 4, any Zariski homeomorphism of hypersur-
faces in Pn

K , with K a number field, that preserves degrees of divisors induces
an isomorphism of the underlying Q-schemes. For a complex hypersurface,
statement B says that the degrees of divisors are uniquely determined by the
Zariski topology, so that the underlying Q-scheme is uniquely determined by
the Zariski topological space. This is the best one could hope for: the group
Gal(K/Q) acts on Pn

K by degree-preserving Zariski homeomorphisms.
(3) The Main Theorem is a Torelli-type result in the following sense. One can think

of Torelli’s theorem as a statement about adding a small amount of geometric
content to the cohomology of a variety in order to distinguish distinct algebraic
structures on a fixed differentiable manifold. The Main Theorem starts with
the Zariski topology, which already encodes some of the algebraic structure –
for example, the algebraic cycles – and adds the class group, which encodes the
finest possible “cohomological relation” among divisors. Thus, we can think of
the Main Theorem as applying the Torelli philosophy in reverse, whereupon it
becomes universally true.

1.1. Conventions. In this paper, we freely use the theory of projective structures, as
described in [15, 19] and summarized in [4, Section 3]. We will not recapitulate the
theory here.

Given a commutative monoid (M,+), we will call an equivalence relation Λ on M a
congruence relation if for all a, b, c, d ∈ M , we have that (a, c) ∈ Λ and (b, d) ∈ Λ imply
that (a + c, b+ d) ∈ Λ.

For a vector space V over a field k we write PV for the projective space of lines in V .
This convention makes the discussion of classical projective geometry easier, though
it conflicts with the conventions of EGA.
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Given a variety X and a divisor D, we will write |D| for the classical linear system
of D, that is |D| = PH0(X,O(D)). We will write |D|∨ for the dual projective space
PH0(X,O(D))∨ (i.e., the space of hyperplanes in |D|), which is the natural target for
the induced rational map νD : X 99K |D|∨. When the base field is algebraically closed,
the closed points of the image of νD correspond to the hyperplanes Hx ⊂ |D|, where
Hx = {E ∈ |D| : x ∈ E}.

1.2. Acknowledgments. During the work on this paper, Lieblich was partially sup-
ported by NSF grants DMS-1600813 and DMS-1901933 and a Simons Foundation
Fellowship; Olsson was partially supported by NSF grants DMS-1601940 and DMS-
1902251; Kollár was partially supported by NSF grant DMS-1901855; Sawin served
as a Clay Research Fellow. Part of this work was done while the JK, ML, and MO
visited the Mathematical Sciences Research Institute in Berkeley, whose support
is gratefully acknowledged. We thank Jarod Alper, Giulia Battiston, Daniel Bragg,
Charles Godfrey, and Kristin de Vleming for helpful conversations, and Yuri Tschinkel
and Brendan Hassett for enlightening discussions about earlier versions of this pa-
per. Thanks to Noga Alon for pointing out the connection with linearity testing in
Remark 2.3.2.

2. GENERIC FUNDAMENTAL THEOREMS OF PROJECTIVE GEOMETRY

In this section, we prove two strengthenings of the classical Fundamental Theorem
of Projective Geometry, which states that linearity of a map of projective spaces can
be detected simply by the preservation of lines. Our strengthenings have to do with
assuming only that general lines (either a Zariski open – over infinite base fields – or
a suitably high fraction of lines – over finite base fields) are known to be mapped to
lines.

2.1. The fundamental theorem of definable projective geometry. Here we dis-
cuss a variant of the Fundamental Theorem of Projective Geometry in which one
only knows distinguished subsets of “definable” lines in the projective structures and
one still wishes to produce a semilinear isomorphism between the underlying vec-
tor spaces that induces the isomorphism on a dense open subset. In Section 3.3 and
Section 4 we explain how to use this theory to reconstruct varieties.

Definition 2.1.1. A definable projective space is a triple (k, V, U) consisting of an in-
finite field k, a k-vector space V , and a subset U ⊂ Gr(1,P(V ))(k) which contains the
k-points of a dense open subset of the space Gr(1,P(V )) of lines in the projective space
P(V ). The dimension of (k, V, U) is defined to be

dim(k, V, U) := dimk V − 1.

In other words, a definable projective space is a projective space together with a
collection of lines that are declared “definable” subject to some conditions.

Definition 2.1.2. Let k be a field and V a k-vector space. The sweep of a subset U ⊂
Gr(1,P(V ))(k), denoted SU(P(V )) is the set of k-points p ∈ P(V ) that lie on some line
parametrized by U .
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2.1.3. Let (k, V, U) be a definable projective space. Then there exists a maximal subset
U◦ ⊂ U which is the k-points of a Zariski open subset of Gr(1,P(V )). Furthermore,
(k, V, U◦) is again a definable projective space. This is immediate from the definition.

Example 2.1.4. Fix a projective k-variety (X,OX(1)) of dimension d at least 2. Given
a closed subset Z ⊂ X, we can associate the subspace V (Z) ⊂ |O(1)| of divisors that
contain Z. The lines of the form V (Z) give a subset of Gr(1, |O(1)|) (see Section 3.3).
These are the definable lines we will consider.

The main goal of this section is to prove the following result.

Theorem 2.1.5. Suppose (k1, V1, U1) and (k2, V2, U2) are finite-dimensional definable
projective spaces of dimension at least 2. Given an injection ϕ : P(V1) → P(V2) that
induces an inclusion λ : U1 → U2, there is an isomorphism σ : k1 → k2 and a σ-linear
injective map of vector spaces ψ : V1 → V2 such that P(ψ) agrees with ϕ on a Zariski-
dense open subset of P(V1) containing the sweep of (k1, V1, U

◦
1 ).

Remark 2.1.6. In Theorem 2.1.5 we can without loss of generality assume that U2 =
Gr(1,P(V2))(k). However, we prefer to formulate it as above to make it a statement
about definable projective spaces.

Remark 2.1.7. If either the dimensions of V1 and V2 are equal or we assume that
λ(U◦

1 ) ⊂ Gr(1,P(V2)) is dense, then the map ψ is an isomorphism. In the case when
the dimensions are equal this is immediate, and in the second case observe that if
V1 ⊗k1,σ k2 ( V2 is a proper subspace then there exists a dense open subset W ⊂
Gr(1,P(V2)) of lines which are not in the image of P(ψ), contradicting our assumption
that P(ψ)(U◦

1 ) = λ(U◦
1 ) is dense.

Remark 2.1.8. Observe that two lines in a projective space are coplanar if and only if
they intersect in a unique point. This enables us to describe the map P(ψ) as follows.
Let U ′ ⊂ U1 be any dense subset which is the k-points of a Zariski open subset of
Gr(1,P(V1)), and let P ∈ P(V1) be a point. Choose any line ℓ ⊂ P(V1) corresponding to
a point of U ′ and not containing P (this is possible since U ′ is the points of an open
subset of Gr(1,P(V1))), and let Q,R ∈ ℓ be two distinct points. Let LP,Q (resp. LP,R) be
the line through P and Q (resp. P and R), and choose points S ∈ LP,Q − {P,Q} and
T ∈ LP,R − {P,R} such that the line LS,T through S and T is also given by a point
of U ′ (it is possible to choose such S and T since U ′ is the k-points of an open set).
The lines LS,T and LQ,R = ℓ are then coplanar and therefore intersect in a unique
point E. It follows that ϕ(LS,T ) and ϕ(LQ,R), which are lines since LS,T and LQ,R are
definable, are coplanar since they intersect in ϕ(E). It follows that the lines in P(V2)
given by Lϕ(Q),ϕ(T ) and Lϕ(S),ϕ(R) are coplanar and consequently intersect in a unique
point, which is P(ψ).

This description will play an important role in Section 2.3 below.

Proof of Theorem 2.1.5. This proof is very similar to the proof due to Emil Artin in the
classical case, as described by Jacobson in [12, Section 8.4].

We may without loss of generality assume that U1 = U◦
1 .

Let us begin by showing the existence of the isomorphism of fields σ : k1 → k2. The
construction will be in several steps.
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First we set up some basic notation. Let V be a vector space over a field k. For a
nonzero element v ∈ V let [v] ∈ P(V ) denote the point given by the line spanned by v.
For P ∈ P(V ) write ℓP ⊂ V for the line corresponding to P , and for two distinct points
P,Q ∈ P(V ) write LP,Q ⊂ P(V ) for the projective line connecting P and Q. If P = [v]
and Q = [w] then LP,Q corresponds to the 2-dimensional subspace of V given by

Span(v, w) := {av + bw|a, b ∈ k}.
If L ⊂ P(V ) is a line and P,Q,R ∈ L are three pairwise distinct points then there

is a unique k-linear isomorphism L
∼→ P1 sending P to 0, Q to 1, and R to ∞. For a

collection of data (L, {P,Q,R}) we therefore have a canonical identification

ǫP,Q,R : k
∼→ L− {R}.

In the case when L = L[v],[w] for two non-colinear vectors v, w ∈ V −{0} we take P = [v],
Q = [v + w], and R = [w]. Then the identification of k with L− {R} is given by

a 7→ v + aw.

Suppose given (L, {P,Q,R}) as above, and fix a basis vector vP ∈ ℓP . Then one sees
that there exists a unique basis vector vR ∈ ℓR such that [vP+vR] = Q. This observation
enables us to relate the maps ǫP,Q,R for different lines as follows.

Consider a second line L′ passing through P and equipped with two additional
points {S, T}, and let a, b ∈ k − {0} be two scalars. We can then consider the two
lines

LT,R, LǫP,Q,R(a),ǫP,S,T (b),

which will intersect in some point

{O} = LT,R ∩ LǫP,Q,R(a),ǫP,S,T (b).

The situation is summarized in the following picture, where to ease notation we write
simply a (resp. b) for ǫP,Q,R(a) (resp. ǫP,S,T (b)):

✛

✁
✁
✁
✁
✁
✁
✁
✁
✁✁✕

❆
❆
❆

❆
❆

❆
❆

❆
❆❆❑

qP

O R T
q q

a b

q

q
q

❍❍❍❍❍❍❍❍❍❍❍❍❨

Figure 1

If we fix a basis element vP ∈ ℓP we get by the above observation a basis vector vQ
(resp. vR, vS, vT ) for ℓQ (resp. ℓR, ℓS, ℓT ), which in turn gives an identification

ǫ[vT ],[vT+vR],[vR] : k
∼→ LT,R − {R}.

An elementary calculation then shows that

O = ǫ[vT ],[vT+vR],[vR](−a/b).
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In particular, if a = b then the point O is independent of the choice of a, and further-
more it follows from the construction that O is also independent of the choice of the
basis element vP .

Consider now a definable projective space (k, V, U), and let L0 ⊂ P(V ) be a definable
line with three points P,Q,R ∈ L. Fix a ∈ k so we have a point

ǫP,Q,R(a) ∈ L0.

Let MP denote the scheme classifying data (L, {S, T}), where L is a line through
P and {S, T} is a set of two additional points on L such that P , S, and T are all
distinct. The scheme MP has the following description. The point P corresponds to a
line ℓP ⊂ V and the set of lines passing through P is given by P(V/ℓP ). If L→ P(V/ℓP )
denotes the universal line in P(V ) passing through P then there is an open immersion

MP ⊂ L×P(V/ℓP ) L,

whence MP is smooth, geometrically connected, and rational. Since k is infinite it
follows that the k-points of MP are dense.

Lemma 2.1.9. Fix a ∈ k. There exist a nonempty open subset UP,a ⊂ MP such that if

(L, {S, T}) is a line through P with two points corresponding to a k-point of UP,a then
the lines

(2.1.9.1) LP,T , LT,R, LǫP,Q,R(a),ǫP,S,T (a)

are all definable.

Proof. We may without loss of generality assume that U = U◦.
Let Q0 ∈ MP denote the point corresponding to (L0, {Q,R}). The procedure of as-

signing one of the lines in (2.1.9.1) to a pointed line (L, {S, T}) is a map

q :MP → Gr(1,P(V )).

Note that the image of this map contains the point corresponding to the line L0, and
therefore the inverse image q−1(U) is nonempty. Since MP is integral it follows that
the intersection of the preimages of U under the three maps defined by (2.1.9.1) is
nonempty. �

A variant of the above lemma is the following, which we will use below.

Lemma 2.1.10. With notation as in Lemma 2.1.9, let P,Q ∈ P(V ) be two points in the
sweep of U◦. Then there exists a definable line LP through P and a definable line LQ

through Q such that LP and LQ intersect in a point R.

Proof. Let NP ⊂ Gr(1,P(V )) denote the space of lines through P , so NP ≃ P(V/ℓP ) for
the line ℓP ⊂ V corresponding to P . Let L→ NP denote the universal line through P ,
and let s : NP → L denote the tautological section. Then the natural map

L− {s(NP )} → P(V )− {P}
is an isomorphism, since any two distinct points lie on a unique line. The set of points
of P(V ) − {P} which can be connected to P by a line given by a point of U◦ is under
this isomorphism identified with the preimage of U◦ ∩ NP . In particular, this set is
nonempty and open. It follows that the set of points of P(V ) which can be connected

7



to both P and Q by lines given by points of U◦ is the intersection of two dense open
subsets, and therefore is nonempty. �

With these preparations we can now proceed with the proof of Theorem 2.1.5. Pro-
ceeding with the notation of the theorem, let us first define the map σ : k1 → k2.
Choose a definable line L0 ⊂ P(V1) together with three points P,Q,R ∈ L0 such that
ϕ(L0) ⊂ P(V2) is also a definable line. We then get a map

k1 L0 − {R} ϕ(L0)− {ϕ(R)} k2,
ǫP,Q,R ϕ (ǫϕ(P ),ϕ(Q),ϕ(R))

−1

which we temporarily denote by σ(L0,{P,Q,R}).

Claim 2.1.11. The map σ(L0,{P,Q,R}) is independent of (L0, {P,Q,R}).
Proof. Let (L′

0, {P ′, Q′, R′}) be a second definable line with three points. Given a ∈ k1,
we will show that

σ(L0,{P,Q,R})(a) = σ(L′

0,{P
′,Q′,R′})(a).

From the definition, we see that this holds for a = 0 and a = 1, so we assume that
a 6= 0 in what follows. First consider the case when P = P ′. By Lemma 2.1.9 we can
find a line L with two points {S, T} such that the lines (2.1.9.1) are all definable, as
well as the lines (2.1.9.1) obtained by replacing (L0, {P,Q,R}) with (L′

0, {P,Q′, R′})
The picture in Figure 1 is taken by ϕ to the corresponding picture in P(V2). Looking

at the intersection point it follows that

σ(L0,{P,Q,R})(a) = σ(L,{P,S,T})(a) = σ(L′

0,{P,Q
′,R′})(a).

It follows, in particular, that the map σ(L0,{P,Q,R}) is independent of the points Q and
R. Since σ(L0,{R,Q,P}) is given by the formula

ιk2 ◦ σ(L0,{P,Q,R}) ◦ ιk1 ,
where ιkj denotes the involution of k∗j given by u 7→ u−1 , it follows that the map

σ(L0,{P,Q,R}) is independent of the triple {P,Q,R}, so we get a well-defined map σL0 :
k1 → k2. Now for a second definable line L′

0 which has nonempty intersection with L0

the intersection, the point P := L0 ∩ L′
0 is on both lines so we can apply the preceding

discussion with the two lines L0 and L′
0 and Q,R and Q′, R′ chosen arbitrarily to de-

duce the independence of the choice of (L0, {P,Q,R}). Finally for an abitrary definable
line we can by Lemma 2.1.10 find a chain (in fact of length 2) of definable lines which
connect the two, which concludes the proof.. �

Let us write the map of Claim 2.1.11 as σ : k1 → k2.

Claim 2.1.12. The map σ is an isomorphism of fields.

Proof. First note that by construction the map σ sends 1 to 1 and is compatible with
the inversion map a 7→ a−1. Indeed the statement that σ(1) = 1 is immediate from the
construction and the compatibility with the inversion map can be seen as follows. Let
ιj : k×j → k×j (k = 1, 2) denote the map a 7→ a−1, and let (L, {P,Q,R}) be a definable

line with three marked points. Write L× (resp. ϕ(L)×) for L − {P,R} (resp. ϕ(L) −
8



{ϕ(P ), ϕ(R)}). Then by the independence of the choice of marked line in the definition
of σ, we have that the diagram

k1 L×

k1

k2 ϕ(L)×

k2

ǫP,Q,R

ι1

σ ϕ

ǫR,Q,P

ι2

ǫϕ(P ),ϕ(Q),ϕ(R)

ǫϕ(R),ϕ(Q),ϕ(P )

σ

commutes. The compatibility with the multiplicative structure again follows from con-
templating Figure 1, and the observation that by construction the map σ takes 1 to 1.
Indeed given a, b ∈ k×1 such that all the lines in Figure 1 are definable, we must have

(2.1.12.1) σ(−a/b) = −σ(a)/σ(b)
since this fraction is given by the point O. Since the condition of being definable is
open (by our initial reduction to U1 = U◦

1 ), the fact that for any definable (L, {P,Q,R})
the line through ǫP,Q,R(a) and ǫP,Q,R(b) is definable implies that the same is true after
deforming (L, {P,Q,R}). Thus we get the formula (2.1.12.1) for all a and b. In partic-
ular, taking b = 1 we get that σ(−a) = −σ(a) for all a, and since σ is compatible with
the inversion maps we get that

σ(ab) = σ(a)σ(b)

for all a, b ∈ k×. Since 0 is also taken to 0 by σ we in fact get this formula for all a, b ∈ k.
For the verification of the compatibility with additive structure, consider a marked

line (L, {P,Q,R}). Let S be a point not on the line and let T be a third point on LS,R.
The lines LP,T and LQ,S intersect in a point we call V , and then the line LV,R intersects
LP,S in a point we call W . This is summarized in the following picture, where we write
simply a (resp. b) for ǫP,Q,R(a) (resp. ǫS,T,R(b)).

✻

�
�
�

�
�
�
�
�
�
�
��✒

✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁
✁✕

✟✟✟✟✟✟✟✟✟✟✟✟✟✟✯✲
❅
❅

❅
❅
❅
❅
❅
❅
❅
❅
❅❅❘

✡
✡
✡
✡
✡
✡
✡✣

t

t t

t

✇

P

R S

Q

a

V
W

Tb

Figure 2

9



A straightforward calculation done by choosing a basis vR ∈ ℓR then shows that the
point of intersection marked with the larger bullet is the point

ǫW,V,R(a+ b).

To prove that σ is compatible with the additive structure it suffices to show the fol-
lowing lemma, which concludes the proof. �

Lemma 2.1.13. For any a, b ∈ k there exists a pointed line (L, {P,Q,R}) and points S
and T such that all the lines in Figure 2 are definable.

Proof. The collections of data

(2.1.13.1) (L, {P,Q,R}, {S, T})
defining a diagram as in Figure 2 are classified by an irreducible scheme M , each line
in the diagram gives a morphism

t :M → Gr(1,P(V1)).

It therefore suffices to show that for any particular choice of line in Figure 2, there
exists a choice of (2.1.13.1) for which that line is definable. Indeed, then the set of
choices of data (2.1.13.1) for which that line is definable is nonempty and open in M .
Since the M is irreducible the intersection of nonempty open sets is nonempty and we
conclude that there exists a point for which all the lines in Figure 2 are definable.

For the line through R, V , and W this follows from noting that the data of the
colinear points S and T is equivalent to the data of the points {V,W}. Indeed given

these two colinear points, the lines QV and PQ are coplanar and therefore intersect
in a unique point, which defines S, and the intersection of SR and PV then defines
T . Therefore the map t is smooth and dominant in this case, so the preimage of U1 is
nonempty.

For the other lines in Figure 2, note that we can extend the map t to the bigger (but
still irreducible) scheme M classifying collections of data (L, {P,Q,R}, {S, T}), where
as before L is a point, {P,Q,R} are three points on L, and {S, T} are two additional
points which are colinear with R, but where we no longer insist that the line through
T and S is distinct from L, but only that the points {P,Q,R, S, T, a, b} are distinct.

Now it is clear that the preimage in M of U1 is nonempty since we can take all the
points to lie on the same definable line L. �

Now that we have constructed the isomorphism σ, it remains to construct the map
ψ : V1 → V2.

First note that we can choose a basis e1, . . . en for V1 with the property that the span
of ei and ej is a definable line for any i 6= j. Define e′1, . . . , e

′
n ∈ V2 as follows. For e′1 we

take any basis element in ℓϕ([e1]). Now for each ei, i ≥ 2, the line in P(V1) associated to
the plane Span(e1, ei) is definable, and therefore the image under ϕ is a definable line
and contains the points ϕ([e1]), ϕ([ei]), and ϕ([e1+ei]). The choice of the representative
e′1 for ϕ([e1]) defines a representative e′i for ϕ([ei]) such that ϕ([e1 + ei]) = e′1 + e′i.
Consider the map

γ : V1 → V2
defined by

γ(a1e1 + · · ·+ anen) := σ(a1)e
′
1 + · · ·+ σ(an)e

′
n.
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Claim 2.1.14. For general (a1, . . . , an) we have

ϕ([a1e1 + · · ·+ anen]) = [γ(a1e1 + · · ·+ anen)].

Proof. By the construction of σ, if for each 2 ≤ i ≤ n the vectors

(2.1.14.1) a1e1 + · · ·+ ai−1ei−1, aiei

span a definable line, then we get by induction on i that

ϕ([a1e1 + · · ·+ aiei]) = [γ(a1e1 + · · ·+ aiei)].

Now for each i the map sending a vector (a1, . . . , an) to the span of the elements
(2.1.14.1) defines a map

A→ G(1,P(V1))

whose image meets U1. Taking the common intersection of the preimages of U1 under
these maps, we get a nonempty open subset A◦ ⊂ A of tuples (a1, . . . , an) ∈ A(k1) for
which the vectors (2.1.14.1) span a definable line. �

As a consequence, the map γ defined above is uniquely associated to ϕ, up to scalar,
and is thus independent of the general choice of basis e1, . . . , en.

To complete the proof of Theorem 2.1.5 it suffices to show that P(γ) agrees with ϕ
on the entire sweep of (k1, V1, U1). By the above remark, to show this for a particular
point p, it suffices to work with any general basis. To prove this we show that given a
point p ∈ SU1(Pk1(V1)) there exists a basis e1, . . . , en for V1 as above for which p lies in
the resulting subset A◦. Reviewing the above construction, one sees that it suffices to
show that we can find a basis e1, . . . , en for V1 such that the following hold:

(i) p is the point corresponding to the line spanned by e1.
(ii) Any two elements ei and ej , with i 6= j, span a definable line.

(iii) For any 2 ≤ i ≤ n the vectors

e1 + · · ·+ ei−1, ei

span a definable line.

For this start by choosing e1 so that (i) holds. Since p lies in the sweep we can then
find e2 such that e1 and e2 span a definable line. Now observe that given 2 ≤ r ≤ n and
a basis e1, . . . , er satisfying (ii) and (iii) with i, j ≤ r we can find er+1 such that (ii) and
(iii) hold with i, j ≤ r + 1. Indeed a general choice of vector in V1 will do for er+1 since
for given fixed vector v0 lying in the sweep there is a nonempty Zariski open subset of
vectors w such that w and v0 span a definable line.

This completes the proof of the Theorem. �

2.2. A variant fundamental theorem. Suppose (k1, V1, U2) and (k2, V2, U2) are finite-
dimensional definable projective spaces. Write Pi = Pki(Vi) for the associated projec-
tive space for i = 1, 2.

In this section we prove the following result, weakening the assumptions of The-
orem 2.1.5. This is included primarily for technical reasons related to Section 3.3;
a reader interested in working only over algebraically closed fields can ignore this
section on a first reading.
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Theorem 2.2.1. Assume P1 and P2 have dimension at least 2. Suppose σ : P1 → P2 is
a bijection such that each line in U1 is sent under σ to a linear subspace of P2 and each
line in U2 is sent under σ−1 to a linear subspace of P1. Then σ sends elements of U1 to

lines and it agrees with a linear isomorphism P1 → P2 on the sweep of U1.

Without loss of generality, we assume that Ui is the ki-points of an open subset of
the appropriate Grassmannian, and we make this assumption for the remainder of
the proof.

The proof of Theorem 2.2.1 appears at the very end of this section, after several
requisite precursors about data (P1, P2, σ) as in the theorem are developed (assuming
U1 and U2 are the k-points of open subsets).

Remark 2.2.2. Note that in the statement of Theorem 2.2.1, we only assume that
lines are sent to linear subspaces, not to lines. This comes up naturally when one seeks
to define lines in linear systems using incidence relations: given a subset Z of a variety
X, the set of sections of a linear system that contains Z is a linear subspace. Detecting
the dimension of this linear subspace is quite subtle when the field of constants of X
is not algebraically closed. In particular, while it may be obvious that such a subset
is a line on one side of an isomorphism, it is not generally clear that it remains a line
on the other side. A trivial (and not particularly informative) example comes from the
existence of an abstract bijection between a line and a projective space of arbitrary
positive dimension. As we will see in the proof, one needs control over a large set of
lines to avoid this situation.

Definition 2.2.3. A pair (D0, D1) ∈ P 2
1 is good if it lies in the inverse image of U1

under the natural span map P 2
1 \∆ → Gr(1, P1).

Definition 2.2.4. A collection of elements

D := (D0, . . . , Ds)

of P1 is admissible if for any two 0 ≤ i, j ≤ s the pair (Di, Dj) is good and if the Di span
a linear subspace of P1 of dimension s.

We fix an admissible collection D in what follows.

Definition 2.2.5. A point Q ∈ P1 is D-good if (Di, Q) is good for all i.

For a pair i, j let ℓ1ij ⊂ P1 be the line spanned by Di and Dj and let ℓ2ij ⊂ P2 denote

the line spanned by σ(Di) and σ(Dj). Note that since ℓ1ij is definable, which implies

that σ(ℓ1ij) is a linear subspace T 2
ij ⊂ P2 containing σ(Di) and σ(Dj), we have

ℓ2ij ⊂ T 2
ij.

2.2.6. For t ≤ s define W 2
t ⊂ P2 inductively as follows. For t = 0 we define W 2

0 := σ(D0).
Then inductively define W 2

t+1 to be the linear span of W 2
t and σ(ℓt,t+1). When we want

to be unambiguous, we will write W 2
t (D) to denote the dependence upon D. Note that

it is a priori possible for D and D′ to have the same span in P1 while W 2
s (D) 6=W 2

s (D
′).

Let Q ∈ P1 be a D-good point.

Theorem 2.2.7. If σ(Q) ∈ W 2
s (D) then Q is in the linear span of the Di.

12



2.2.8. We first identify mutations of D that leave Theorem 2.2.7 invariant. In each
of the following two cases we have that if the assumptions hold for D then they hold
after replacing D by D′ and if the conclusions hold for D′ then they hold for D, and
therefore in the proof we may replace D by D′.

I. Suppose D′ is an admissible tuple gotten by replacing Ds by a point D′
s ∈ ℓs−1,s

such that Q is D′-good and σ(D′
s) lies in the linear span 〈W 2

s−1(D), σ(Q)〉. Then
we have that σ(Q) ∈ W 2

s (D
′) and Q is D′-good. Moreover, we have that 〈D〉 =

〈D′〉.
II. Suppose D′ is an admissible tuple gotten by replacing Ds−1 by a point D′

s−1 ∈
ℓs−1,s such that Q is D′-good and σ(Ds−1) ∈ 〈σ(Ds), σ(Q)〉.

These mutations will arise as follows: the set of choices D′
s or D′

s−1 will range through
a line contained in the definable subspace σ(ℓs−1,s). Since the base field is infinite,
such a line is infinite, so its preimage in the line ℓs−1,s hits every open subset. This is
main way in which we use the fact that the definable subspaces ℓi−1,i are lines.

2.2.9. We assume that σ(Q) ∈ W 2
s and show that Q is in the linear span of the Di.

The basic idea is to work inductively by projection from Ds to the lower dimen-
sional subspace. To get things into appropriately general position, however, we will
do this along with modifying our original configuration (D0, . . . , Ds) so as to obtain a
contradiction.

First of all, by our assumptions the line ℓ through Q and Ds is definable, so σ(ℓ)∩W 2
s

is a linear subspace of positive dimension.
Furthermore, proceeding by induction we may assume that the theorem holds for

collections of elements (D0, . . . , Dt) with t < s. Note here that the statement for s = 0
is trivial.

Lemma 2.2.10. The following hold.

(i) σ(ℓs−1,s) ∩W 2
s−1 = {σ(Ds−1)}.

(ii) The intersection of σ(ℓs−1,s) with the linear span of W 2
s−1 and σ(Q) is a positive

dimensional linear subspace of σ(ℓs−1,s).

Proof. Note that all but finitely many points U ∈ ℓs−1,s the collection

(D0, . . . , Ds−1, U)

is admissible, and U does not lie in the linear span of (D0, . . . , Ds−1) (recall that U1 is
assumed open). By the induction hypothesis it follows that the intersection

σ(ℓs−1,s) ∩W 2
s−1

is finite. Since this is also a linear space it follows that it consists of exactly one point,
namely σ(Ds−1). This proves (i).

For (ii), let δ be the dimension of the linear space σ(ℓs−1,s). Then using (i) we have

dim(W 2
s−1) + δ = dim(W 2

s ).

On the other hand, the dimension of the linear span of σ(Q) and W 2
s−1 is equal to

dim(W 2
s−1) + 1.
13



Therefore the intersection in question in (ii) is given by intersection a δ-dimensional
space with a dim(W 2

s−1) + 1-dimensional space inside a dim(W 2
s−1) + 1-dimensional

space. From this (ii) follows. �

2.2.11. For all but finitely many points D′
s ∈ ℓs−1,s the collection of elements

D′ := (D0, . . . , Ds−1, D
′
s)

is admissible and each of these elements is pairwise good with Q. We can therefore
find D′

s ∈ ℓs−1,s such that D′ is admissible, Q is D′-good, and σ(D′
s) lies in the linear

span of W 2
s−1(D

′) and σ(Q). Replacing D by such a D′ is an allowable mutation of type
I, as in Paragraph 2.2.8.

2.2.12. Consider the projection

qs : 〈σ(Ds),W
2
s−1〉 99K W 2

s−1

from the linear span of σ(Ds) and W 2
s−1 sending an element R to the intersection of

the line through σ(Ds) and R with W 2
s−1. This is defined in a neighborhood of the line

through σ(Ds−1) and σ(Q). In particular, it is defined at σ(Q).
Let Qs−1 ∈ W 2

s−1 denote σ−1(qs(σ(Q)))). (We will write Qs−1(D) when we want to
remember the dependence on D.)

2.2.13. If σ(Qs−1) ∈ W 2
s−2 then we are done by applying our induction hypothesis to

(D0, . . . , Ds−2, Ds)

and Q.
So assume σ(Qs−1) is not in W 2

s−2.

2.2.14. The space W 2
s−1 is the linear span of W 2

s−2 and σ(ℓs−1,s−2). Since the space
spanned by W 2

s−2 and σ(Qs−1) is assumed strictly bigger than W 2
s−2, this space meets

a line T ⊂ σ(ℓs−1,s−2). For all but finitely many elements D′
s−1 ∈ ℓs−1,s−2 the collection

D′′ := (D0, . . . , Ds−2, D
′
s−1, Ds)

is again admissible. Replacing Ds−1 by a suitable element of σ−1(T ) we may therefore
further assume that the line through σ(Ds−1) and σ(Qs−1) meets W 2

s−2. Call this point
R0 ∈ W 2

s−2. (We will write R0(D) when we want to remember the dependence on D.)
Note that the construction ensures that

σ(Qs−1(D)) = 〈σ(Ds−1), R0(D)〉 ∩ 〈σ(Ds), σ(Q)〉
for any D satisfying the assumptions.

2.2.15. We claim that for a suitably chosen element D′
s−1 ∈ ℓs−1,s we can arrange that

Qs−1 is D′′-good.
The linear span of σ(ℓs−1,s) and R0 contains the line connecting σ(Ds) and σ(Qs−1).

It follows that the plane spanned by R0, σ(Q), and σ(Qs−1) meets σ(ℓs−1,s) in a line M .
Observe thatR0 does not lie inM . To see this note that if that was the case thenR0 ∈

σ(ℓs−1,s) which would imply σ(Qs−1) ∈ σ(ℓs−1,s), which would imply σ(Q) ∈ σ(ℓs−1,s) so
Q is in ℓs−1,s, which we are assuming is not the case.

We then have an infinitude of elements D′
s−1 ∈ σ−1(M) such that the collection

D′′ := (D0, . . . , D
′
s−1, Ds)
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is admissible.
Keeping R0 fixed, we see that the set of points of the form

σ−1
(
〈σ(D′

s−1), R0〉 ∩ 〈σ(Ds), σ(Q)〉
)

is an infinite subset of the definable line 〈Ds, Q〉. Since D′′ is admissible, any such
infinite subset contains infinitely many points that are D′′-good, as desired.

Replacing D with D′′ is an allowable mutation of type II as in Paragraph 2.2.8.
Therefore for suitable chosen D′

s−1 ∈ σ−1(M) we get that Qs−1 is D′′-good.

2.2.16. Applying our induction hypothesis we conclude that Qs−1 is in the linear
span of D0, . . . , Ds−1. Since σ(Q) lies in the line 〈σ(Ds), σ(Qs−1)〉, we have that σ(Q) ∈
σ(〈Ds, Qs−1〉), and thus Q lies in the definable line 〈Ds, Qs−1〉.

This completes the proof of Theorem 2.2.7. �

Corollary 2.2.17. Let (D0, . . . , Ds) be an admissible collection of elements of P1. Then
we have

s ≤ dimW 2
s =

s∑

i=1

dim σ(ℓi−1,i),

with equality if and only each space σ(ℓi−1,i) is a line.

Proof. This follows immediately from Lemma 2.2.10(i). Note that this lemma uses the
induction hypothesis of the proof of Theorem 2.2.7, but with the proof of that theorem
complete we can apply the lemma unconditionally. �

Corollary 2.2.18. The dimensions of P1 and P2 are equal and for a good pair of points

(E, F ) in P1 the line through E and F is sent under σ to a line in P2.

Proof. By the preceding corollary we see that the dimension of P2 is at least that of
the dimension of P1, and by consideration of σ−1 we see that they must be equal.

With the equality of dimensions established, note that if (E, F ) is a good pair that
spans a line ℓ such that the dimension of σ(ℓ) is > 1, then we can extend (E, F ) to an
admissible collection

D = (D0, . . . , Ddim(P1))

with
(D0, D1) = (E, F )

and Corollary 2.2.17 gives
dimW 2

dim(P1)
> dim(P1)

contradicting the equality of dimensions. �

Proof of Theorem 2.2.1. This follows from Corollary 2.2.18 and Theorem 2.1.5. �

2.3. The probabilistic fundamental theorem of projective geometry. In this
section, we prove that knowing most lines also determines linearity of a map of finite
projective spaces.

To state the main result consider the following functions of three variables (whose
origin will be explained in the proof):

(2.3.0.1) A(q, n, ǫ) := 2

(
ǫ+

q − 1

qn+1 − 1

)
·
(
qn+1 − q

qn+1 − 1

)−2

− (q − 1)2

qn+1 − 1
15



(2.3.0.2)

B(q, n, ǫ) := 2(q−1) · q
n+1 − 1

qn+1 − q
·
(
2ǫ+ 2A(q, n, ǫ) + 2

q2(q + 1)2

qn+1 − q

)
+2A(q, n, ǫ)+2

q2(q + 1)2

qn+1 − q
.

The main result of this section is the following:

Theorem 2.3.1. Let F be a finite field with q elements, and let P1 and P2 be projective

spaces over F of dimension n > 3. Let f : P1 → P2 be an injection of sets. Assume given
ǫ > 0 such that the proportion of lines L ⊂ P1 for which f(L) ⊂ P2 is a line is at least
1− ǫ, and assume that

A(q, n, ǫ) + 2
q2(q + 1)2

qn+1 − 1
<

1

2
and

9B(q, n, ǫ) + q−n+3 < 1.

Then there is an injection f ′ : P1 → P2 that takes lines to lines, and such that the

proportion of elements of P1 on which f and f ′ agree is at least

1− 2ǫ− 2A(q, n, ǫ)− 2
q2(q + 1)2

qn+1 − q
.

Remark 2.3.2. Theorem 2.3.1 is similar in spirit to the Blum-Luby-Rubinfeld linear-
ity test [2, Lemmas 9-12], part of the theory of property testing in computer science.
The arguments of that paper show that given a function f : G → G′ for groups G,G′,
if the proportion of x, y ∈ G such that f(x)f(y) = f(xy) is close enough to 1, then there
exists a group homomorphism f ′ : G → G′ such that f(x) = f ′(x) for a proportion of
x close to 1. Their methods are computational and give an approach to find f ′. Theo-
rem 2.3.1 solves the analogous problem where, instead of a group of homomorphism,
we have an injective map of projective spaces of large enough dimension. The strategy
of [2] relies on choosing f ′(x) so that f ′(x) = f(xy−1)f(y) for a proportion of y close to
1, and our strategy uses a similar, but more complex, formula adapted to the case of
projective spaces.

After building up suitable technical material (including the definition of the map
f ′), we will record the proof of Theorem 2.3.1 in Paragraph 2.3.25 below.

2.3.3. For a subset T of a finite set S write

℘S(T ) :=
#T

#S
.

Let k be a finite field with q elements. Let P1 and P2 be projective spaces over k of
dimension n > 3 and let

f : P1 → P2

be a injection of sets. Let LPi
be the set of lines in Pi. Since the cardinality of Pi is

qn+1 − 1

q − 1
,

the cardinality of LPi
is equal to

(qn+1 − 1)(qn+1 − q)

q(q + 1)(q − 1)2
.
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Let Lf
P1

⊂ LP1 be the subset of lines L ⊂ P1 for which f(L) is a line in P2. We make
the following assumption.

Assumption 2.3.4. For a given ǫ > 0, we have

℘LP1
(Lf

P1
) ≥ 1− ǫ.

Under the conditions of Assumption 2.3.4, we will explain how to construct a new
map

f ′ : P1 → P2

that agrees with f on a large proportion of points. This construction will yield a linear
map agreeing with f at most points by applying the usual fundamental theorem of
projective geometry to f ′, giving us the desired approximate linearization.

2.3.5. The construction of f ′ follows the recipe described in Remark 2.1.8: Starting
with x ∈ P1 choose two general lines L1 and L2 through x. Let y1, y2 ∈ L1 − {x} and
y3, y4 ∈ L2−{x} be randomly chosen points. Let M1 (resp. M2) be the line in P2 through
f(y1) and f(y2) (resp. f(y3) and f(y4)). Then we will argue that M1 and M2 intersect in
a unique point z and define f ′(x) := z.

To make this precise, let us begin with some calculations. For two points y1, y2 ∈ P1

we can consider the linear span Sp(y1, y2) ⊂ P1, which is either a line (if the points

are distinct) or a point. Let P 2,f
1 ⊂ P 2

1 be the subset of pairs of distinct points y1, y2 for

which Sp(y1, y2) ∈ L
f
P1

.

Lemma 2.3.6.

℘P 2
1
(P 2,f

1 ) ≥ 1− ǫ− q − 1

qn+1 − 1
.

Proof. We have a surjective map

(P 2
1 −∆) → LP1 , (y1, y2) 7→ Sp(y1, y2),

which has fibers of cardinality q(q + 1). Here ∆ ⊂ P 2
1 denotes the diagonal. Therefore

the number of pairs (y1, y2) ∈ P 2
1 −∆ for which f(Sp(y1, y2)) is not a line is at most

ǫ ·#(P 2
1 −∆).

Therefore

℘P 2
1
(P 2,f

1 ) ≥ 1− ǫ · #(P 2
1 −∆)

#P 2
1

− #∆

#P 2
1

.

Since
#(P 2

1 −∆)

#P 2
1

≤ 1

and

#∆ =
qn+1 − 1

q − 1
, #P 2

1 =

(
qn+1 − 1

q − 1

)2

we get the result. �

For a fixed point x ∈ P1, there is a variant of Lemma 2.3.6 where we only consider
pairs of points not equal to x. Set

(P1 − {x})2,f := (P1 − {x})2 ∩ P 2,f
1 ⊂ (P1 − {x})2.
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Lemma 2.3.7. We have

℘(P1−{x})2((P1 − {x})2,f) ≥ 1−
(
ǫ+

q − 1

qn+1 − 1

)
·
(
qn+1 − q

qn+1 − 1

)−2

.

Proof. Using Lemma 2.3.6 we have

#((P1 − {x})2 − (P1 − {x})2,f) ≤ #(P 2
1 − P 2,f

1 ) ≤ #(P 2
1 ) ·

(
ǫ+

q − 1

qn+1 − 1

)
.

Therefore

℘(P1−{x})2((P1 − {x})2,f) ≥ 1− #(P 2
1 )

#((P1 − {x})2) ·
(
ǫ+

q − 1

qn+1 − 1

)
.

Now

#(P 2
1 )

#((P1 − {x})2) =

(
qn+1 − q

qn+1 − 1

)−2

.

From this the result follows. �

Fix a point x ∈ P1 and let Lx denote the set of lines through x. Let L
(2)
x denote the

set of triples (L, y1, y2), where L ∈ Lx and y1, y2 ∈ L− {x} are distinct points. For

(i, j) ∈ {(1, 3), (1, 4), (2, 3), (2, 4)}
let

πij : (L
(2)
x )2 → (P1 − {x})2

be the map given by

((L1, y1, y2), (L2, y3, y4)) 7→ (yi, yj).

Let

(L(2)
x )2,(i,j)−good ⊂ (L(2)

x )2

denote the subset of data ((L1, y1, y2), (L2, y3, y4)) for which yi and yj are distinct and

span a line in L
f
P1

.

Lemma 2.3.8.

℘
(L

(2)
x )2

((L(2)
x )2,(i,j)−good) ≥ 1−

(
ǫ+

q − 1

qn+1 − 1

)
·
(
qn+1 − q

qn+1 − 1

)−2

.

Proof. Indeed this follows from Lemma 2.3.7 and the observation that the map πij is
surjective with fibers of equal cardinality (q − 1)2. �

Let S⊂ (L
(2)
x )2 denote the subset of data ((L1, y1, y2), (L2, y3, y4)) such that

Sp(y1, y3), Sp(y2, y4) ∈ Lf
x

and Sp(f(y1), f(y2)) and Sp(f(y3), f(y4)) have a unique intersection point.

Lemma 2.3.9.

℘
(L

(2)
x )2

(S) ≥ 1− A(q, n, ǫ).
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Proof. Two lines in Pi are coplanar if and only if they intersect in exactly one point.
From this it follows that for data

(2.3.9.1) ((L1, y1, y2), (L2, y3, y4)) ∈ (L(2)
x )2,(1,3)−good ∩ (L(2)

x )2,(2,4)−good

the points (f(y1), f(y2), f(y3), f(y4)) are coplanar. Indeed because the points (y1, y2, y3, y4)
are coplanar, the lines Sp(y1, y3) and Sp(y2, y4) intersect in a unique point from which
it follows that the lines

Sp(f(y1), f(y3)) = f(Sp(y1, y3)), Sp(f(y2), f(y4)) = f(Sp(y2, y4))

are coplanar (since they intersect in a unique point).

Let Sc ⊂ (L
(2)
x )2,(1,3)−good ∩ (L

(2)
x )2,(2,4)−good be the subset of the collections of data

(2.3.9.1) for which

Sp(f(y1), f(y2)) = Sp(f(y3), f(y4)).

From this discussion we then have

℘
(L

(2)
x )2

(S) ≥ 1− 2

(
ǫ+

q − 1

qn+1 − 1

)
·
(
qn+1 − q

qn+1 − 1

)−2

− ℘
(L

(2)
x )2

(Sc).

It therefore suffices to show that

(2.3.9.2) ℘
(L

(2)
x )2

(Sc) ≤ (q − 1)2

qn+1 − q
.

The set Sc is contained in the set of collections of data (2.3.9.1) for which f(y3) and
f(y4) are each points of the line Sp(f(y1), f(y2)). Since f is a injection the cardinality
of this set is less than or equal to

(#L(2)
x ) · (q − 1)2,

and so we obtain the inequality (2.3.9.2). �

2.3.10. For two collections

((L1, y1, y2), (L2, y3, y4)), ((L
′
1, y

′
1, y

′
2), (L

′
2, y

′
3, y

′
4)) ∈ S,

we then get two intersection points

z := Sp(f(y1), f(y2)) ∩ Sp(f(y3), f(y4)), z′ := Sp(f(y′1), f(y
′
2)) ∩ Sp(f(y′3), f(y′4)).

We are interested in the probability that z = z′.
For z ∈ P2 let

Sz ⊂ S

be the subset of pairs

((L1, y1, y2), (L2, y3, y4)) ∈ S

for which

Sp(f(y1), f(y2)) ∩ Sp(f(y3), f(y4)) = z.

Lemma 2.3.11. There exists z ∈ P2 such that

℘
(L

(2)
x )2

(Sz) ≥ 1− 2A(q, n, ǫ)− 2
q2(q + 1)2

qn+1 − q
.
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Proof. For ((L1, y1, y2), (L2, y3, y4)) ∈ Swith

Sp(f(y1), f(y2)) ∩ Sp(f(y3), f(y4)) = z

the number of triples (L3, y5, y6) ∈ L
(2)
x for which the intersections

(2.3.11.1) Sp(f(y5), f(y6)) ∩ Sp(f(y1), f(y2)), Sp(f(y5), f(y6)) ∩ Sp(f(y3), f(y4))
consist of single points not equal to z can be bounded as follows. For each a1 ∈
Sp(f(y1), f(y2)) and a2 ∈ Sp(f(y3), f(y4)) there exists a unique line La1,a2 ⊂ P2 through
a1 and a2, and there are (q + 1)q pairs of ordered points (w5, w6) on this line. Now if

(L3, y5, y6) ∈ L
(2)
x is such that the intersections (2.3.11.1) consist of single points not

equal to z, then we must have (y5, y6) = (f−1(w5), f
−1(w6)) for some such pair (w5, w6)

(with a1 and a2 the two respective intersections). Since L is determined by (y5, y6) this
shows that the number of such triples (L3, y5, y6) is bounded by q(q + 1) for a given
(a1, a2).

Let T⊂ (L
(2)
x )4 be the set of collections of data

(2.3.11.2) {(L1, y1, y2), (L2, y3, y4), (L
′
1, y

′
1, y

′
2), (L

′
2, y

′
3, y

′
4)} ∈ (L(2)

x )4

for which any pair of elements in this set is in S. We then get from the preceding
discussion that if Tbad ⊂ Tdenotes the subset of elements for which

Sp(f(y1), f(y2)) ∩ Sp(f(y3), f(y4)) 6= Sp(f(y′1), f(y
′
2)) ∩ Sp(f(y′3), f(y′4))

then

#Tbad ≤ 2|S| · q2(q + 1)2 ·#(L(2)
x ).

Setting

Tgood := T− Tbad

we find that

℘
(L

(2)
x )4

(Tgood) ≥ ℘
(L

(2)
x )4

(S2)− 2
q2(q + 1)2

#L
(2)
x

.

Now by Lemma 2.3.9 we have

℘
(L

(2)
x )4

(S2) ≥ 1− 2A(q, n, ǫ),

and since

#L(2)
x = qn+1 − q

we find that

(2.3.11.3) ℘
(L

(2)
x )4

(Tgood) ≥ 1− 2A(q, n, ǫ)− 2
q2(q + 1)2

qn+1 − q
.

Let

t : (L(2)
x )4 → (L(2)

x )2

be the projection sending (2.3.9.2) to the pair

((L1, y1, y2), (L2, y3, y4)).

From the inequality (2.3.11.3) we then find that there exists

((Lg
1, y

g
1, y

g
2), (L

g
2, y

g
3, y

g
4)) ∈ S
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such that

℘(Lx)2(Tgood ∩ t−1(((Lg
1, y

g
1, y

g
2), (L

g
2, y

g
3, y

g
4)))) ≥ 1− 2A(q, n, ǫ)− 2

q2(q + 1)2

qn+1 − q
.

Let z denote the point

z := Sp(f(yg1), f(y
g
2)) ∩ Sp(f(yg3), f(yg4)).

Then

Tgood ∩ t−1(((Lg
1, y

g
1, y

g
2), (L

g
2, y

g
3, y

g
4))) ⊂ Sz

and therefore we have found z as in the lemma. �

Corollary 2.3.12. If

(2.3.12.1) A(q, n, ǫ) + 2
q2(q + 1)2

qn+1 − q
<

1

2

then there exists a unique point z ∈ P2 such that

℘
(L

(2)
x )2

(Sz) ≥
1

2
.

Proof. Indeed this follows from Lemma 2.3.11 and the fact that the Sz ’s are disjoint.
�

Assumption 2.3.1. Assume for the rest of the discussion that the inequality (2.3.12.1)
holds.

2.3.13. We define a map

f ′ : P1 → P2

by sending x ∈ P1 to the point z ∈ P2 given by Corollary 2.3.12.

Let P f=f ′

1 ⊂ P1 be the set of points x for which f(x) = f ′(x).

Lemma 2.3.14.

℘P1(P
f=f ′

1 ) ≥ 1− 2ǫ− 2A(q, n, ǫ)− 2
q2(q + 1)2

qn+1 − q
.

Proof. Let (L
(2)
− )2 denote the set of collections

(2.3.14.1) (x, ((L1, y1, y2), (L2, y3, y4))),

where x ∈ P1 and ((L1, y1, y2), (L2, y3, y4)) ∈ (L
(2)
x )2. We have two maps

F, F ′ : (L
(2)
− )2 → P2

given by

F ((x, ((L1, y1, y2), (L2, y3, y4)))) = x

and

F ′((x, ((L1, y1, y2), (L2, y3, y4)))) = f ′(x),

and it suffices to calculate the proportion of elements for which F = F ′ since the map

(L(2)
x )2 → P1

given by x is surjective with constant fiber size.
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Let (L
(2)
− )2F−good ⊂ (L

(2)
− )2 denote the subset of collections for which f takes the lines

Sp(y1, y2), Sp(y3, y4)

to lines in P2. For collections in (L
(2)
− )2F−good we then have

f(x) = Sp(f(y1), f(y2)) ∩ Sp(f(y3), f(y4)).

Define (L
(2)
− )2F ′−good ⊂ (L

(2)
− )2 to be the subset of collections for which

((L1, y1, y2), (L2, y3, y4)) ∈ Sf ′(x) ⊂ (L(2)
x )2.

We have

℘
(L

(2)
−

)2
((L

(2)
− )2F−good) ≥ 1− 2ǫ.

Indeed for (i, j) equal to (1, 2) or (3, 4) the map

(L
(2)
− )2 → LP1

is surjective with constant fiber size, and therefore the proportion of collections (2.3.14.1)
for which f does not take the line Sp(yi, yj) to a line in P2 is less than or equal to ǫ.
Therefore the proportion of collections (2.3.14.1) for which one of f(Sp(y1, y2)) and
f(Sp(y3, y4)) is not a line is less than or equal to 2ǫ.

For a collection (2.3.14.1) in (L
(2)
− )2F−good we have

f ′(x) = Sp(f(y1), f(y2)) ∩ Sp(f(y3), f(y4)).
Now by Lemma 2.3.11 we have

℘
(L

(2)
−

)2
((L

(2)
− )2F−good) ≥ 1− 2A(q, n, ǫ)− 2

q2(q + 1)2

(qn+1 − q)
.

To get the lemma note that F = F ′ on

(L
(2)
− )2F−good ∩ (L

(2)
− )2F ′−good

and by the preceding observations we have

℘
(L

(2)
−

)2
((L

(2)
− )2F−good ∩ (L

(2)
− )2F ′−good) ≥ 1− 2ǫ− 2A(q, n, ǫ)− 2

q2(q + 1)2

(qn+1 − q)
.

�

2.3.15. Fix a point x ∈ P1. Let us calculate a lower bound for the proportion of ele-

ments (L, y1, y2) ∈ L
(2)
x for which the following conditions hold:

(i) f(y1) = f ′(y1) and f(y2) = f ′(y2).

(ii) (L, y1, y2) ∈ L
(2)
x is in the image of the projection map

χ : Sf ′(x) → L(2)
x

sending ((L1, y1, y2), (L2, y3, y4)) to (L1, y1, y2).
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For j = 1, 2 the map

L(2)
x → P1 − {x}, (L, y1, y2) 7→ yj

is surjective with constant fiber size q− 1. It follows from this and Lemma 2.3.14 that
the number of (L, y1, y2) for which (i) fails is bounded above by

2(q − 1) · #P1

#P1 − 1
·
(
2ǫ+ 2A(q, n, ǫ) + 2

q2(q + 1)2

qn+1 − q

)
.

As for condition (ii), note that the complement of the image of χ is at most of size

#L(2)
x − #Sf ′(x)

#L
(2)
x

.

Therefore using Lemma 2.3.11 we find that the proportion of elements of L
(2)
x for

which (i) or (ii) fails is bounded above by B(q, n, ǫ).

Now if (L, y1, y2) ∈ L
(2)
x satisfies (i) and (ii), then it follows that f ′(x), f ′(y1), f

′(y2) ∈
P2 are collinear. We summarize this in the following lemma:

Lemma 2.3.16. We have

℘
L

(2)
x

({
(L, y1, y2) ∈ L(2)

x |(f ′(x), f ′(y1), f
′(y2)) are collinear

})
≥ 1− B(q, n, ǫ).

Proof. This follows from the preceding discussion. �

2.3.17. We will use Lemma 2.3.16 to show that f ′ takes lines to lines and that f ′ is
injective. For this we will use Desargues’s theorem, which is a consequence of Pappus’s
axiom, and the notion of Desargues configurations.

Recall that a Desargues configuration is a collection of 10 points and 10 lines such
that any line contains exactly three of the points and exactly three lines pass through
each point.

Desargues theorem can be stated as follows. Consider two collections of three points
{A,B,C} and {D,E, F}, usually thought of as the vertices of two triangles, and con-
sider the 9 lines

{AB,AC,BC,DE,DF,EF,AD,BE,CF}.
Theorem 2.3.18 (Desargues). If the three lines AD, BE, and CF meet in a common
point G then the three intersection points

H := AB ∩DE, I := AC ∩DF, J := BC ∩ EF,
are collinear, and conversely if these three points are collinear then the lines AD, BE,
and CF meet at a common point.

In other words, the ten points and ten lines obtained in this way form a Desargues
configuration.

2.3.19. To show that f ′ takes lines to lines, it therefore suffices to show that for any
three collinear points (x, y, t) there exists a Desargues configuration as above with
(H, I, J) = (x, y, t) such that f ′ takes all the lines other than Sp(x, y) to lines in P2.
For then, by Desargues’s theorem, it follows that (f ′(x), f ′(y), f ′(t)) are collinear. We
will produce such a Desargues configuration using basic linear algebra. We fix the
collinear points {x, y, t} in what follows.
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Notation 2.3.20. Let V1 be an F-vector space with PV1 = P1, and choose vectors
a, b ∈ V1 such that (x, y, t) is given by the three elements (a, b, a− b) ∈ V1.

Construction 2.3.21. For c, d ∈ V1, consider the ordered set of five elements {0, a, b, c, d}.
Let P(c, d) denote the set of points of P1 given by the differences of two elements

P(c, d) := {[a], [b], [c], [d], [b− a], [c− a], [d− a], [c− b], [d− b], [c− d]},
and let M(c, d) denote the set of lines obtained by taking for each subset of three
elements T ⊂ {0, a, b, c, d} the linear span LT of differences of elements of T .

Lemma 2.3.22. As long as the set of four elements {a, b, c, d} are linearly independent

the ten points and ten lines (P(c, d),M(c, d)) form a Desargues configuration.

Proof. The proof is routine linear algebra. �

x

y

c

d

t
c− a

d− a

c− b

d− b
c− d

FIGURE 2.3.1. Construction Construction 2.3.21

Fig. 2.3.1 shows a typical configuration generated by Construction 2.3.21 (on a true
set of randomly generated data). The bold line shows the collinear points x,y, and t,
together with the auxiliary points given by the choices of c and d. Some of the lines
naturally come in pairs, corresponding to the construction of the map f ′ in Para-
graph 2.3.13. (For example, the dotted line connecting x to d and d− a and the dotted
line connecting x to c and c− a serve to define f ′(x), under the assumption that those
two lines are mapped to lines under f .) The remaining solid lines complete the De-
sargues configuration. The two perspective triangles are shaded in gray. The center
of perspectivity lies at c− d, and the axis of perspectivity is the line spanned by x, y,
and t.
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Notation 2.3.23. Let W ⊂ V ×2
1 be the subset of pairs (c, d) such that the following

conditions hold:

(i) The set of ten lines and ten points (P(c, d),M(c, d)) of Construction 2.3.21 is a
Desargues configuration.

(ii) For all P ∈ P(c, d) not in {x, y, t} we have f(P ) = f ′(P ).
(iii) The map f ′ takes every line in M(c, d) \ {Sp(x, y)} to a line in P2.

We can find a lower bound for the size of W as follows. Recall the function B from
(2.3.0.2).

Proposition 2.3.24. We have

℘V ×2
1

(W ) ≥ 1− 9B(q, n, ǫ)− q−n+3.

In particular, if

9B(q, n, ǫ) + q−n+3 < 1

then W 6= ∅.
Proof. Let X ⊂ V ×2

1 be the subset of pairs (c, d) for which {a, b, c, d} are linearly inde-
pendent. Letting Xc denotes the complement of X in V ×2

1 , note that

#Xc ≤ qn+4.

For a subset T ⊂ {0, 1, 2, 3, 4} of size 3 not equal to {0, 1, 2} we have a map

πT : X → L(2)

sending (c, d) to the linear span of differences of elements of T ⊂ {0, 1, 2, 3, 4} ≃
{0, a, b, c, d}, with the two points defined by the differences of the first and last ele-
ment, and second and last element of T .

If T meets {0, 1, 2} in two elements, so that one of the points {x, y, t} lies on πT (c, d)

for any (c, d), then πT surjects onto L
(2)
z for some z ∈ {x, y, t} with constant fiber size,

and if T meets {0, 1, 2} in one element then πT is surjective onto L(2) with constant
fiber size.

Combining this with Lemma 2.3.14 and the discussion in Paragraph 2.3.15 it fol-
lows that if XT ⊂ X is the set of pairs (c, d) such that the linear span of differences of
elements of T is taken to a line in P2 under f ′ and such that f ′ = f on the points of
this line corresponding to elements of P− {x, y, t}, then

℘X(X
T ) ≥ 1−B(q, n, ǫ).

Note that

∩TX
T = W,

and since there are nine choices of T we find that

℘X(W ) ≥ 1− 9B(q, n, ǫ).

Combining this with our estimate for Xc we find that

℘V ×2
1

(W ) ≥ 1− 9B(q, n, ǫ)− q−n+3,

as desired. �

2.3.25. We are now ready to give the proof of Theorem 2.3.1.
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Proof of Theorem 2.3.1. We let f ′ be the map defined in Paragraph 2.3.13. We refer in
this proof to the diagram in Fig. 2.3.1.

Assuming the inequality of Proposition 2.3.24, we can choose (c, d) ∈ W , and let
(P,M) = (P(c, d),M(c, d)) be the resulting Desargues configuration. We have that all
the lines in M, except possibly for (x, y, t), are taken to lines in P2 under f ′. Thus, in
Fig. 2.3.1, the dotted, dashed, dot-dashed, and non-bold solid lines are all taken to
lines under f ′. On the other hand, the images of the dotted lines intersect at f ′(x),
the images of the dashed lines intersect at f ′(y), and the images of the dot-dashed
lines intersect at f ′(t). By Desargues theorem, f ′(x), f ′(y), and f ′(t) are collinear and
distinct, lying on the axis of perspectivity for the image Desargues configuration. Note
that this also implies that f ′ is injective, �

3. DIVISORIAL STRUCTURES AND DEFINABLE LINEAR SYSTEMS

3.1. Divisorial structures. In this section we introduce the key structure that will
ultimately be the subject of our main reconstruction theorem. Recall that, given a
Zariski topological space Z, an effective divisor is a formal finite sum

∑
aixi, where

each xi ∈ X is a point of codimension 1 and each ai is positive. We denote the set of
effective divisors on Z by Eff(Z). WhenX is a scheme, we will write Eff(X) for Eff(|X|).
Definition 3.1.1. An absolute variety is a schemeX such that the following conditions
hold:

(i) X is integral and κX := Γ(X,OX) is a field.
(ii) The canonical morphism X → Spec(κX) is separated, of finite type, and has

integral geometric fibers.

An absolute variety is polarizable if X admits an ample invertible sheaf.

Remark 3.1.2. In what follows we refer to κX as the constant field of X.

Definition 3.1.3. A normal separated k-scheme X is divisorially proper over k if for
any reflexive sheaf L of rank 1 we have that Γ(X,L) is finite-dimensional over k.

Lemma 3.1.4. If a k-scheme X is normal, separated, and divisorially proper over k
and U ⊂ X is an open subscheme such that codim(X \ U ⊂ X) ≥ 2 at every point, then

U is also divisorially proper over k.

Proof. Any reflexive sheaf L of rank 1 on U is the restriction of a reflexive sheaf L′ of
rank 1 on X, and Krull’s theorem tells us that the restriction map

Γ(X,L′) → Γ(U, L)

is an isomorphism of k-vector spaces. �

Definition 3.1.5. A absolute variety X is definable if it is normal and divisorially
proper over Γ(X,OX).

Write Var for the category whose objects are absolute varieties and whose mor-
phisms are open immersions f : X → Y such that Y \ f(X) has codimension at least
2 in Y at every point. We will write Def ⊂ Var for the full subcategory of definable
schemes.
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Definition 3.1.6. A divisorial structure is a pair (Z,Λ) with Z a Zariski topological
space and Λ a congruence relation on the monoid Eff(Z).

Definition 3.1.7 (Restriction of a divisorial structure). Suppose t := (Z,Λ) is a diviso-
rial structure. Given an open subset U ⊂ Z, the restriction of t to U , denoted t|U , is the
divisorial structure (U,ΛEff(U)), where ΛEff(U) is the induced relation on the quotient
monoid Eff(X) ։ Eff(U).

In other words, if we let Eff(X) → Q denote the quotient by Λ, we define the con-
gruence relation on Eff(U) by forming the pushout

Eff(X) Q

Eff(U) QU

in the category of commutative integral monoids.
Alternatively, recall that the condition that an equivalence relation Λ ⊂ Eff(Z) ×

Eff(Z) is a congruence relation is equivalent to the condition that Λ is a submonoid.
The congruence relation on Eff(U) induced by Λ is simply the image of Λ under the
surjective map

Eff(Z)× Eff(Z) → Eff(U)× Eff(U).

Definition 3.1.8 (Morphisms of divisorial structures). A morphism of divisorial struc-

tures

(Z,Λ) → (Z ′,Λ′)

is an open immersion of topological spaces f : Z → Z ′ such that

Eff(f) : Eff(Z) → Eff(Z ′)

is a bijection and

(Eff(f)× Eff(f))(Λ) = Λ′.

Notation 3.1.9. We will write T for the category of divisorial structures.

Definition 3.1.10. The divisorial structure of an integral scheme X is the pair

τ(X) := (|X|,ΛX),

where |X| is the underlying Zariski topological space of X and

ΛX ⊂ Eff(X)× Eff(X)

is the rational equivalence relation on effective divisors.

Remark 3.1.11. The divisorial structure of an integral scheme X can be obtained
from the data of the triple

(|X|,Cl(X), c : X(1) → Cl(X)).

Indeed by the universal property of a free monoid on a set giving the map c is equiv-
alent to giving a map of monoids

Eff(X) → Cl(X),
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and the congruence relation defined by this map is precisely the equivalence relation
given by rational equivalence. Conversely, from the equivalence relation on Eff(X)
we obtain the class group as the group associated to the quotient of Eff(X) by the

congruence relation and the map c is induced by the natural map X(1) → Eff(X).

Formation of the divisorial structures defines a diagram of categories

(3.1.11.1) Def⊂ Var
τ−−→ T

The main result of this paper is the following.

Theorem 3.1.12. The functor τ |Def is fully faithful.

The proof of Theorem 3.1.12 will be given in Section 4 after some preliminary foun-
dational work.

3.2. Some remarks on divisors. In this section we gather a few facts about divisors
on normal varieties. Our main purpose is to demonstrate that some basic features of
such varieties – such as the maximal factorial open subscheme – can be characterized
purely in terms of the divisorial structure.

Fix a field k. For a normal irreducible separated k-scheme X let

q : Eff(X) → Eff(X)

denote the quotient monoid given by rational equivalence of divisors, so that Eff(X)
is the image of Eff(X) in Cl(X). Given a divisor D on X, upon identifying |D| with
the subset of effective divisors on X that are linearly equivalent to D, we have a
set-theoretic equality

|D| = q−1(q(D)).

In particular, the linear system is defined as a set by the map q.
There is a reflexive sheaf of rank 1 canonically associated to D that we will write

O(D). Members of |D| are in bijection with sections O→ O(D) in the usual way. Recall
that D is Cartier if and only if O(D) is an invertible sheaf on X.

Lemma 3.2.1. Let U ⊂ X be an open subscheme. Then the commutative diagram

Eff(X)

��

// Eff(X)

��

Eff(U) // Eff(U)

is a pushout diagram in the category of integral monoids.

Proof. If E1, E2 ∈ Eff(U) are two classes mapping to the same class in Eff(U) then

there exists a rational function f ∈ Eff(U) such that

divU(f) = E1 −E2

in Div(U). Then divX(f) ∈ Div(X) maps to divU(f) in Div(U), so if we write divX(f) as

Ẽ1 − Ẽ2,
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where the divisors Ẽi are effective, then Ẽi ∈ Eff(X) are rationally equivalent divisors
mapping to the Ei. This shows that the equivalence relation on Eff(U) given by ratio-
nal equivalence is the image of equivalence relation on Eff(X) given by the projection

Eff(X) → Eff(X), which implies the lemma. �

Corollary 3.2.2. If X is an integral scheme and U ⊂ X is an open subscheme then

the divisorial structure τ(U) is canonically isomorphic to the restriction τ(X)|U (see
Definition 3.1.7).

Proof. The equivalence relation on Eff(X) is the relation defined by the quotient map

Eff(X) → Eff(X). By Lemma 3.2.1, we see that the induced relation on τ(X)|U is
precisely the relation for τ(U), giving the desired result. �

Definition 3.2.3. Given an excellent scheme X, the Cartier locus of X is the largest
open subscheme U ⊂ X that is factorial (i.e., such that every Weil divisor on U is
Cartier).

Proposition 3.2.4. Let X be a normal irreducible quasi-compact separated scheme
and let D ⊂ X be a divisor.

(1) If |D| is basepoint free then D is Cartier.
(2) If D is ample then D is Q-Cartier.

Proof. Since X is quasi-compact, if D is ample we know that |nD| is basepoint free
for some n. Thus it suffices to prove the first statement. Given a point x ∈ X, choose
E ∈ |D| such that x 6∈ E. This gives some section s : O → O(D). Restricting to the
local ring R = OX,x, we see that sx : R → O(D)x is an isomorphism in codimension 1
(for otherwise E would be supported at x). Since O(D) is reflexive, it follows that sx is
an isomorphism, whence O(D) is invertible in a neighborhood of x. Since this holds at
any x ∈ X, we conclude that O(D) is invertible, as desired. �

Corollary 3.2.5. A normal irreducible separated scheme X is factorial if and only if
it is covered by open subschemes U ⊂ X with the property that every divisor class on U
is basepoint free.

Proof. If X is factorial, then any affine open covering has the desired property, since
any Cartier divisor on an affine scheme is basepoint free. On the other hand, if X
admits such a covering, then we know that every divisor class on X is locally Cartier,
whence it is Cartier. �

Proposition 3.2.6. If X is a normal k-variety then we can characterize the Cartier
locus of X as the union of all open subsets U ⊂ X such that every divisor class on U is
basepoint free.

Proof. This is an immediately consequence of Corollary 3.2.5. �

The preceding discussion implies that various properties of a scheme X and its divi-
sors can be read off from the divisorial structure. We summarize this in the following.

Proposition 3.2.7. LetX be a normal separated quasi-compact and irreducible scheme

and let
τ(X) = (|X|,ΛX)

be the associated divisorial structure. Then
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(i) the property that D ∈ Eff(X) has basepoint free linear system |D| depends only
on τ(X);

(ii) the property that X is factorial depends only on τ(X);
(iii) the Cartier locus of X depends only on τ(X);
(iv) the condition that a divisor D is ample depends only on τ(X).

Proof. Let

q : Eff(X) → Eff(X)

denote the quotient map defined by ΛX , so that for D ∈ Eff(X) we have |D| = q−1q(D).
The condition that |D| is base point free is the statement that for every x ∈ |X| there
exists E ∈ |D| such that x /∈ E. Evidently this depends only on τ(X), proving (i).

Likewise the condition that a divisor D is ample is the statement that the open sets
defined by elements of |nD| for n ≥ 0 give a base for the topology on |X|. Again this
clearly only depends on τ(X), proving (iv).

Statement (ii) follows from Corollary 3.2.5 and Lemma 3.2.1, which implies that
the divisorial structure τ(U) for an open subset U ⊂ X is determined by |U | ⊂ |X| and
τ(X).

Finally (iii) follows from Proposition 3.2.6. �

3.2.8. Our proof of Theorem 3.1.12 will ultimately rely on reducing to the projective
case. For the remainder of this section, we record some results about polarizations
that we will need later.

Given a definable scheme X, write Abpf(X) ⊂ Eff(X) for the (possibly empty) sub-
monoid of ample basepoint free effective divisors D and Abpfi(X) ⊂ Abpf(X) for
the submonoid of divisors whose associated linear system defines an injective map
νD : X →֒ |D|∨.

Lemma 3.2.9. Suppose given two definable schemes X and Y and an isomorphism
ϕ : τ(X) → τ(Y ). If X is polarizable and factorial then so is Y and ϕ induces a
commutative diagram of monoids

Abpf(X) Eff(X)

Abpf(Y ) Eff(Y )

∼ ∼

in which the vertical arrows are isomorphisms. If the constant fields of X and Y are
algebraically closed, then the isomorphism Abpf(X) → Abpf(Y ) restricts to an isomor-

phism Abpfi(X) → Abpfi(Y ) so we obtain a commutative diagram

Abpfi(X) Abpf(X)

Abpfi(Y ) Abpf(Y )

∼ ∼

Proof. Since X is factorial all divisors are Cartier divisors. By Proposition 3.2.7, Y
is also factorial and polarizable, and the submonoid Abpf is preserved, as claimed.
Finally, when κX and κY are algebraically closed, one can tell if νD is injective by

30



seeing if the sets Hx = {E ∈ |D| : x ∈ E} are distinct for distinct closed points x; thus,
Abpfi(X), resp. Abpfi(Y ), is determined by τ(X), resp. τ(Y ). (Note that it is not yet
clear if κX is determined by τ(X). This will be discussed in Section 2.1 and Section 4
below.) �

Definition 3.2.10. Suppose X is a definable scheme. An open subscheme U ⊂ X will
be called essential if codim(X \ U ⊂ X) ≥ 2, U is factorial, and U is polarizable.

Note that if U ⊂ X is essential, then the natural restriction map Eff(X) → Eff(U) is
an isomorphism of monoids.

Lemma 3.2.11. If X is a normal, separated, quasi-compact k-scheme then there is an
open subscheme U ⊂ X such that codim(X \ U ⊂ X) ≥ 2 and U is quasi-projective. In

particular, any definable scheme X contains an essential open subset U ⊂ X.

Proof. Working one connected component at a time, we may assume that X is irre-

ducible. By Chow’s lemma, there is a proper birational morphism π : X̃ → X with

X̃ quasi-projective. Since X is normal, π is an isomorphism in codimension 1. Thus,

X̃ and X have a common open subset U whose complement in X has codimension at
least 2, and which is quasi-projective. Passing to the Cartier locus yields the second
statement. �

Lemma 3.2.12. Suppose X and Y are definable schemes and ϕ : τ(X) → τ(Y ) is an
isomorphism of divisorial structures. If U ⊂ X is an essential open subset then ϕ(U) ⊂
Y is an essential open subset and there is an induced isomorphism τ(U)

∼→ τ(ϕ(U)).

Proof. First note that since ϕ induces a homeomorphism |X| → |Y |, we have that
codim(X \ Y ⊂ X) = codim(Y \ ϕ(U) ⊂ Y ). In particular, if U is definable then so is
ϕ(U) by Lemma 3.1.4. By Definition 3.1.7, we have isomorphisms

τ(X)|U ∼→ τ(U)

and
τ(Y )|ϕ(U)

∼→ τ(ϕ(U)).

On the other hand, ϕ induces an isomorphism τ(X)|U ∼→ τ(Y )|ϕ(U). The result thus
follows from Lemma 3.2.9. �

3.3. Definable subspaces in linear systems. Fix a definable absolute variety X
with infinite constant field. Let P := |D| be the linear system associated to an effective
divisor D.

Definition 3.3.1. A subspace V ⊂ P is definable if there is a subset Z ⊂ X such that

V = V (Z) := {E ∈ P | Z ⊂ E}.
Remark 3.3.2. If Z ⊂ X is a subset and Z ′ ⊂ X is the closure of Z then V (Z) = V (Z ′).
When considering definable subspaces it therefore suffices to consider subspaces de-
fined by closed subsets.

Remark 3.3.3. Note that V (Z) is the projective space associated to the kernel of the
restriction map

H0(X,OX(D)) → H0(Zred,OX(D)|Zred
),
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where we write Zred ⊂ X for the reduced subscheme associated to the subspace Z ⊂
|X|.
3.3.4. Algebraically closed constant fields. When the constant field κX is alge-
braically closed, the structure of definable subspaces is significantly simpler than in
the general case.

Lemma 3.3.5. Assume the constant field κX is algebraically closed. Suppose V = V (Z)
is a non-empty definable subset of a linear system P on X. Then there is an ascending
chain of closed subsets

Z = Z1 ( · · · ( Zn

such that the induced chain

V (Z) = V (Z1) ) · · · ) V (Zn)

is a full flag of linear subspaces ending in a point.

Proof. By induction, it suffices to produce Z2 ) Z1 = Z such that V (Z2) ( V (Z1) has
codimension 1.

For this note that if x ∈ X is a closed point then either

V (Z ∪ {x}) = V (Z)

or V (Z∪{x}) has codimension 1 in V (Z) since κX is algebraically closed. Furthermore,
equality happens if and only if x ∈ E for all E ∈ V (Z). It therefore suffices to observe
that there exists a point x ∈ X which does not lie in every element of V (Z). This
follows from noting that if L is an invertible sheaf on X and W ⊂ Γ(X,L) is a nonzero
subspace then there exists a closed point x ∈ X such that the map W → L(x) is
surjective.

�

Corollary 3.3.6. The dimension of P is equal to one more than the length of a maximal

chain of definable subsets.

Proof. Take Z = ∅ in Lemma 3.3.5. �

Corollary 3.3.7. Assume that κX is algebraically closed. Given a basepoint free linear
system P on X, the definable lines in P are precisely those definable subsets with more
than one element that are minimal with respect to inclusions of definable subsets.

Proof. By Lemma 3.3.5, any definable set of higher dimension contains a definable
line. �

Example 3.3.8. The conclusions of Lemma 3.3.5 and Corollary 3.3.7 are false without
the assumption that κX is algebraically closed. For example, let X ⊂ P2

R
be the conic

given by
V (X2 + Y 2 + Z2) ⊂ P2

R
,

so we have an isomorphism σ : P1
C
≃ X ⊗R C. If L is an ample invertible sheaf on X

then σ∗LC ≃ OP1
C
(2n) for n > 0. From this we see that each closed point x ∈ X imposes

a codimension 2 condition on |L|, and since this projective space has dimension di-
mension 2n we conclude that there are no definable lines in any ample linear system
on X.
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3.3.9. Arbitrary infinite constant fields. Detecting lines is more subtle over ar-
bitrary fields. This is closely related to the counterexamples to Theorem 3.1.12 for
curves discussed in Section 4.5.

Lemma 3.3.10. Let ℓ ⊂ P(V ) be a line corresponding to a two-dimensional subspace
T ⊂ V . Let Z ′ ⊂ X be the maximal reduced closed subscheme of the intersection of the
zero-loci of elements of T . Then ℓ is definable if and only if the dimension of the kernel

K := ker(H0(X,L) → H0(Z ′,L|Z′))

is equal to 2.

Proof. First suppose ℓ is definable, so we can write ℓ = V (Z) for some closed subset
Z ⊂ |X|, which we view as a subscheme with the reduced structure. Then by definition
ℓ is the projective subspace of PV associated to the kernel of the map

H0(X,L) → H0(Z,L|Z),
which must therefore equal T . In particular, we have Z ⊂ Z ′, which implies that

T ⊂ K ⊂ ker(H0(X,L) → H0(Z,L|Z)).
It follows that K = T , and, in particular, K has dimension 2.

Conversely, if K has dimension 2 then we have T = K and ℓ = V (Z ′). �

Lemma 3.3.11. Suppose P(V ) is a basepoint free linear system on X. Let F1, F2 ∈ V
be two linearly independent vectors with zero loci Z1 and Z2. Assume that

(1) Z1 is reduced;
(2) the natural map H0(X,OX) → H0(Z1,OZ1) is an isomorphism;

(3) the intersection Z := Z1∩Z2 is reduced and does not contain any components of
the Zi.

Then the line in P(V ) spanned by F1 and F2 is definable.

Proof. We have short exact sequences

0 // OX
F1

// L // L|Z1
// 0,

and

0 // OZ1

F2
// L|Z1

// L|Z // 0,

where the second sequence is exact because Z1 is reduced and Z does not contain any
components of Z1. From these sequences we see that if K denotes the kernel of the
map

H0(X,L) → H0(Z,L|Z)
then there is a short exact sequence

0 → k · F2 → K → H0(Z1,OZ1).

By assumption (2) the right term of this sequence is 1-dimensional, and since K con-
tains the span of F1 and F2 it follows that K is 2-dimensional. The result therefore
follows from Lemma 3.3.10. �
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Proposition 3.3.12. Let OX(1) be a very ample invertible sheaf on X with associated

linear system P . Let j : X →֒ X be the compatification of X provided by the given
projective imbedding.

(i) Let V ⊂ Gr(1, P )(k) be the subset of lines ℓ spanned by elementsD and E for which

D is geometrically reduced, E is geometrically integral, the intersection B := E∩D ⊂ X
is geometrically reduced and does not contain any components of D or E, and the
inclusions

D ∩X →֒ D, E ∩X →֒ E, B ∩X →֒ B

are all schematically dense. Then V is the k-points of a dense Zariski open subset of
Gr(1, P ) and every element of V is definable.

(ii) If D ∈ |OX(1)| = P is a geometrically reduced divisor in X for which D ∩X ⊂ D
is dense, then D lies in the sweep of the maximal Zariski open subset of the definable
locus in Gr(1, P ).

Proof. For D and E as in (i) it follows from Lemma 3.3.11 that the span of D and E
is a definable line. Furthermore, note that the conditions on D and E are both open
conditions. Therefore to prove (i) it suffices to show that V is nonempty, which follows
from Bertini’s theorem [9, 3.4.10 and 3.4.14].

In fact, given geometrically reduced D with D ∩ X ⊂ D dense, the set of E such
that (D,E) satisfy the conditions in (ii) is open and nonempty by [9, 3.4.14]. From
this statement (ii) also follows. �

Corollary 3.3.13. Let σ : τ(X) → τ(Y ) be an isomorphism of divisorial structures
such that there are very ample invertible sheaves OX(1) and OY (1) with σ inducing a
bijection

s : |OX(1)| → |OY (1)|.
The map s satisfies the hypotheses of Theorem 2.2.1.

Proof. Indeed, the locus of lines described in Proposition 3.3.12(i) suffices. Note that
we know that the linear systems have dimension at least 2 because X and Y have
dimension at least 2 and the linear systems are very ample. �

Example 3.3.14. In general the set of definable lines in Gr(1, P ) is not open. An
explicit example is the following.

Consider three k-points A,B,C ∈ P2
k, say A = [0 : 0 : 1], B = [0 : 1 : 0], and

C = [1 : 0 : 0]. For a line L ⊂ P2
k passing through A set

TL := {F ∈ H0(P2
k,OP2

k
(2))|V (F ) passes through A,B,C and is tangent to L at A}.

Concretely if X, Y , and Z are the coordinates on P2
k and L is given by

αX + βY = 0,

then TL is given by
TL = {aXY + b(αX + βY )Z|a, b ∈ j}.

In particular, TL gives a line ℓL in P2
k.

If α and β are nonzero then L does not pass through B and C and the set-theoretic
base locus of TL is equal to {A,B,C} and the space of degree two polynomials passing
through these three points has dimension 3. Therefore for such L the line ℓL is not
definable.
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However, for L the lines X = 0 or Y = 0 the line ℓL is definable. Indeed in this case
the set-theoretic base locus of ℓL is given by the union of the line L together with a
third point not on the line, from which one sees that TL is definable.

Letting α and β vary we obtain a 1-parameter family of lines P1 ≃ Σ ⊂ Gr(1, |OP2
k
(2)|)

whose general member is not definable but with two points giving definable lines. It
follows that the definable locus is not open in this case.

Summary 3.3.15. Let us summarize the main consequences of the results in this
section. Starting with a projective normal geometrically integral scheme X over an
infinite field k we can consider the associated divisorial structure τ(X) = (|X|,ΛX).
From the divisorial structure we can extract several key pieces of information.

(i) The basepoint free and ample effective divisors and their linear systems are
determined by τ(X). This was discussed in Proposition 3.2.7.

(ii) If κX is algebraically closed field, then for an ample basepoint free linear sys-
tem P the set of definable lines in P is by Corollary 3.3.7 characterized as
those definable subsets with more than one element minimal with respect to
inclusion. This set depends only on the divisorial structure.

(ii′) If κX is an arbitrary infinite field and X has dimension at least 2, then there
is an open set of definable lines in any very ample linear system |OX(1)|, and
the bijections |OX(1)| → |OY (1)| resulting from an isomorphism of divisorial
structures send each of these lines to lines (by Theorem 2.2.1).

(iii) If κX is an arbitrary infinite field and dim(X) ≥ 2 then for a very ample linear
system P the set of definable lines contains the k-points of a dense open sub-
set of Gr(1, P ), all of whose points are carried to lines by any isomorphism of
divisorial structures that carries OX(1) to a very ample class.

4. THE UNIVERSAL TORELLI THEOREM

In this section we prove Theorem 3.1.12. Suppose X and Y are definable schemes
of dimension at least 2 with infinite constant fields. We need to show that given an
isomorphism ϕ : τ(X) → τ(Y ), there is a unique isomorphism of schemes f : X → Y
such that τ(f) = ϕ.

4.1. Reduction to the quasi-projective case.

Lemma 4.1.1. If X is a separated Noetherian scheme then for any point x ∈ X we

have that

{x} =
⋂

{y},
the intersection taken over all points y ∈ X of codimension at most 1 such that x ∈ {y}.

Proof. By treating each component of X separately and intersecting the final result,
we may assume that X is integral with function field κ(X). Since X is separated, the
inclusion x ∈ X is uniquely determined by the inclusion OX,x ⊂ κ(X). The points y

such that {x} ⊂ {y} correspond to those points such that the local ring OX,y contains

OX,x, as subrings of κ(X). Letting Iy ⊂ OX,x denote the ideal of {y} in OX,x (i.e., the

intersection my ∩ OX,x in κ(X)), we see that we wish to prove that mx =
√∑

Iy as
OX,x-modules. Writing mx = (α1, . . . , αn), we see that {x} = ∩Z(αi) in | SpecOX,x|. By
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the Krull Hauptidealsatz, each Z(αi) is a union of codimension 1 closed subschemes
that contain x. Taking for {yi} the set of all codimension 1 points that occur among

the Z(αi), we have that mx =
√∑

i Iyi , as desired. �

Lemma 4.1.2. Suppose f, g : |X| → |Y | are homeomorphisms of the underlying spaces

of two separated normal Noetherian schemes. Given an open subset U ⊂ |X| containing
all points of codimension 1, if f |U = g|U then f = g.

Proof. By Lemma 4.1.1, we can characterize any point x ∈ X as the unique generic
point of an irreducible intersection of closures of codimension ≤ 1 points. But f and g
establish the same bijection on the sets of points of codimension ≤ 1, and, since they
are homeomorphisms, therefore the same bijections on the closures of those points.
The result follows. �

Lemma 4.1.3. Suppose X and Y are normal separated Noetherian schemes, U ⊂ X
and V ⊂ Y are dense open subschemes with complements of codimension at least 2.
Suppose f : |X| → |Y | is a homeomorphism of Zariski topological spaces such that

f(U) = V and f |U is the underlying map of an isomorphism f̃U : U → V of schemes.

Then f̃U extends to a unique isomorphism of schemes f̃ : X → Y whose underlying
morphism of topological spaces is f .

Proof. Let us first show that f̃U extends to a morphism of schemes f̃ : X → Y . If

W1,W2 ⊂ X are two open subsets and f̃Wi
: Wi → Y (i = 1, 2) are morphisms of schemes

such that f̃Wi
and f̃U agree on Wi ∩ U , then since Y is separated the morphisms f̃W1

and f̃W2 agree on W1 ∩W2. To extend f̃U it therefore suffices to show that f̃U extends

locally on X. In particular, by covering X by open subsets of the form f̃−1(Spec(A))
for affines Spec(A) ⊂ Y , we are reduced to proving the existence of an extension in
the case when Y = Spec(A) is affine. In this case, to give a morphism of schemes
X → SpecA, it suffices to give a morphism of rings A→ Γ(X,OX). By Krull’s theorem,

Γ(U,OX) = Γ(X,OX). Thus, the morphism f̃U : U → SpecA extends uniquely to a

morphism f̃ : X → SpecA, and we get the desired extension f̃ .
Applying the same argument to the inverse of f , and using that X is separated, we

see that in fact f̃ is an isomorphism. In particular, its underlying map of topological
spaces is a homeomorphism and agrees with f on |U |. We conclude by Lemma 4.1.2

that |f̃ | = f . �

4.1.4. From this we get that in order to prove Theorem 3.1.12 it suffices to prove
it assuming that X is quasi-projective. Indeed by Lemma 3.2.12, there are essential
open subsets U ⊂ X and V ⊂ Y such that V = ϕ(U) and τ induces an isomorphism
τ(U) → τ(V ). If we know the result in the quasi-projective case then the homeomor-
phism |U | → |V | induced by ϕ extends to an algebraic isomorphism fU : U → V such
that τ(f) = ϕ|U . By Lemma 4.1.3, f extends uniquely to an isomorphism of schemes
f : X → Y such that τ(f) = ϕ.

4.2. The quasi-projective case.

4.2.1. For remainder of the proof we assume furthermore that X is quasi-projective.
Let OX(1) denote a very ample invertible sheaf on X and for m ≥ 1 let

+ : |OX(1)|×m → |OX(m)|
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denote the addition map on divisors.

Lemma 4.2.2. For a general point p of |OX(1)|×m the point +(p) ∈ |OX(m)| lies in the
sweep of the maximal Zariski open subset of the set of definable lines in Gr(1, |OX(1)|).
Proof. Let X be the projective closure of X in the embedding given by OX(1). Note that

X is also geometrically integral. Indeed if j : X →֒ X is the inclusion then the map
OX → j∗OX is injective, and remains injective after base field extension. Since X is

geometrically integral it follows that X is as well.
By Bertini’s theorem [9, 3.4.14], for a general choice of p ∈ |OX(1)|×m = |OX(1)|×m

the point +p ∈ |OX(1)| satisfies the conditions on D in Proposition 3.3.12 (ii) and the
result follows. �

Lemma 4.2.3. Let X be an integral scheme of dimension d of finite type over k and
let OX(1) be an ample invertible sheaf on X. Let z ∈ X be a regular closed point. Then
there exists an integer m0 such that for every m ≥ m0 and any d + 1 general elements
D1, . . . , Dd+1 ∈ |OX(m)| containing z we have

{z} = |D1| ∩ |D2| ∩ · · · ∩ |Dd+1|.
Proof. Let

b : B → X

denote the blowup of z, and let L be the ample invertible sheaf given by b∗OX(1)(−E),
where E is the exceptional divisor. Then elements of |L⊗m| map to elements of |OX(m)|
which pass through z. Now choose m0 such that L⊗m is very ample for m ≥ m0. Then
by [13, 6.11(1)] we have that the intersection of d + 1 general elements of |L⊗m| is
empty for m ≥ m0, and that general D ∈ |L⊗m| is irreducible. �

Corollary 4.2.4. Let X be an integral k-scheme and OX(1) a very ample invertible
sheaf on X. Given a regular closed point z ∈ X, we have that

(4.2.4.1) {z} =
⋂

|D| ⊂ |X|,

the intersection taken over all irreducible divisors D in |OX(m)| for all m.

Proof. This follows from Lemma 4.2.3. �

Proposition 4.2.5. Suppose X and Y are definable schemes of dimension at least 2
with infinite constant fields, and assume that X is polarizable. Given an isomorphism
ϕ : τ(X) → τ(Y ), the associated homeomorphism |X| → |Y | extends to an isomorphism
X → Y .

Proof. LetD ∈ Abpf(X) be a divisor with OX(D) = OX(1) and let OY (1) denote OY (ϕ(D)).
After possibly taking a power of our choice of polarization, we may assume that OX(1)
and OY (1) are very ample. Note that we are not asserting that we can detect very
ampleness from τ(X) and τ(Y ), just that we know that such a multiple must exist, so
we are free to choose one.

By Summary 3.3.15 (iii), for each m > 0 the sets of definable lines are dense in
the Grassmannians of |OX(m)| and |OY (m)|, contain the points of dense Zariski opens,
and thus by Theorem 2.1.5, there is an isomorphism σm : κX → κY and a σ-linear
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isomorphism γm : |OX(m)| → |OY (m)| that agrees with ϕ on a Zariski dense open
subscheme U ⊂ |OX(m)|.

Consider the diagram of addition maps

|OX(m)| |OY (m)|

|OX(1)|×m |OY (1)|×m.

+X +Y

Since a general sum of divisors in O(1) lies in the sweep of the maximal open subset of
the definable points by Lemma 4.2.2, we see that the associated diagram of schemes

(4.2.5.1)

|OX(m)| |OY (m)|

|OX(1)|×m |OY (1)|×m

γm

+X

γ×m
1

+Y

commutes over the κX -points of |OX(1)|×m. Here the scheme |OX(1)|×m is the m-fold
fiber product of the projective space |OX(1)| with itself over κX , and |OY (1)|×m is defined
similarly over κY .

Lemma 4.2.6. The two isomorphisms of fields σ1, σm : κX → κY are equal.

Proof. Let U1 ⊂ |OX(1)| (resp. Um ⊂ |OX(m)|) be the sweep of the maximal open subset
in the set of definable lines in |OX(1)| (resp. |OX(m)|). Then U×m

1 ⊂ |OX(1)|×m is the
κX -points of a nonempty Zariski open subset, and therefore

V := (+X)
−1(Um) ∩ U×m

1 ⊂ |OX(1)|×m

is the κX -points of a Zariski open subset of |OX(1)|×m. We can therefore find points

P,Q,R, P2, . . . , Pm ∈ |OX(1)|
such that the three points of |OX(1)|×m given by

(P, P2, . . . , Pm), (Q,P2, . . . , Pm), (R,P2, . . . , Pm)

lie in V and P,Q,R ∈ |OX(1)| are colinear. Since γ1 and γm agree with the maps defined
by ϕ on U1 and Um it follows that we have

(γm ◦+X)(P, P2, . . . , Pm) = (+Y ◦ γ×m
1 )(P, P2, . . . , Pm) (call this point P ∈ |OY (m)|)

(γm ◦+X)(Q,P2, . . . , Pm) = (+Y ◦ γ×m
1 )(Q,P2, . . . , Pm) (call this point Q ∈ |OY (m)|),

(γm ◦+X)(R,P2, . . . , Pm) = (+Y ◦ γ×m
1 )(R,P2, . . . , Pm) (call this point R ∈ |OY (m)|),

Let L ⊂ |OY (m)| be the line through P and Q, and let L ⊂ |OX(1)| be the line through
P and Q. Then

+X(L× {P2} × · · · {Pm})
is the line in |OX(m)| through the two points

+X(P, P2, . . . , Pm), +X(Q,P2, . . . , Pm).

Since γm takes lines to lines it follows that

(γX ◦+X)(L× {P2} × · · · {Pm}) = L.
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Similarly since γ1 takes lines to lines and agrees on U1 with the map defined by ϕ, we
find that

(+Y ◦ γ×m
1 )(L× {P2} × · · · {Pm}) = L.

Since γm ◦+X and +Y ◦ γ×m
1 agree on a dense open subset of L, viewed as imbedded in

|OX(1)|×m via the identification

L ≃ L× {P2} × · · · × {Pm}
we conclude that the two compositions

κX
α

// L ⊂ |OX(1)|×mγm◦+X
// L

β−1

// κY

and

κX
α

// L ⊂ |OX(1)|×m
+Y ◦γ×m

1
// L

β−1

// κY

agree on all but finitely many elements of κX , where α : κX ≃ L (resp. β : κY ≃ L)
is the isomorphism obtained as in the proof of Theorem 2.1.5 using the three points
P , Q, R (resp. P , Q, R). Now the first of these maps is the map σm and the second is
σ1. We conclude that σ1(a) = σm(a) for all but finitely many elements a ∈ κX , which
implies that σ1 = σm. �

In the rest of the proof we write σ : κX → κY for the isomorphism σm = σ1.
Next observe that the diagram of schemes (4.2.5.1) commutes, since the two mor-

phisms obtained by going around the different directions of the diagram are semi-
linear with respect to the same field isomorphism and agree on dense set of points.

Consider the embeddings

νX : X →֒ |OX(1)|∨
and

νY : Y →֒ |OY (1)|∨
and let X (resp. Y ) be the scheme-theoretic closure of νX(X) (resp. νY (Y )). Let SX

(resp. SY ) be the symmetric algebra on Γ(X,OX(1)) (resp. Γ(Y,OY (1))) so X (resp. Y ) is
given by a graded ideal IX ⊂ SX (resp. IY ⊂ SY ).

Choosing a lift

γ̃1 : Γ(X,OX(1)) → Γ(Y,OY (1))

yields an induced σ-linear isomorphism of graded rings

γ♮ : SX → SY

that is uniquely defined up to scalars. We claim that γ♮(IX) = IY .
For this, consider the diagram

Γ(X,OX(m)) Γ(Y,OY (m))

Sm
X = Γ(X,OX(1))

⊗m Γ(Y,OY (1))
⊗m = Sm

Y

Γ(X,OX(1))
×m Γ(Y,OY (1))

×m

γ̃m

γ♮
m

pX pY

γ̃×m
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arising as follows. The vertical arrows are the natural multiplication maps, and the
induced linear maps from the universal property of ⊗. The arrow γ̃m is a lift of γm.
By the commutativity of diagram (4.2.5.1), we see that this diagram commutes (up to
suitably scaling γ̃m), which implies that γ♮m(IX,m) = IY ,m, as desired.

In summary, we have shown that if

AX ⊂ ⊕m≥0Γ(X,OX(m)) (resp. AY ⊂ ⊕m≥0Γ(Y,OY (m)))

denotes the subring generated by Γ(X,OX(1)) (resp. Γ(Y,OY (1))), then we have an iso-
morphism of graded rings

γ̃ : AX → AY

such that the isomorphism induced by γ̃ in degree m

|OX(m)| → |OY (m)|
fits into a commutative diagram

|OX(m)| //

��

|OY (m)|

��

|OX(m)| ϕ
// |OY (m)|,

where the vertical maps are the restriction maps and the map labelled ϕ is the map
given by the isomorphism of Torelli structures.

In other words, if we let

f : X → Y

be the isomorphism given by γ̃, then the diagram

X Y

Proj(AX) Proj(AY )

|OX(1)|∨ |OY (1)|∨

f

∼ ∼

γ̃

γ∨

1

commutes. The commutativity of the top square in this diagram implies that if D ⊂ X
is an effective divisor in |OX(m)| then the image of the divisor f(D) ⊂ Y in |OY (m)|
(i.e., the restriction f(D)|Y ) is the divisor γm(D). In particular, if D is irreducible with
generic point ηD ∈ X then f(ηD) = ϕ(ηD).

By Corollary 4.2.4 applied to X, we conclude that f acts the same as ϕ on every
regular closed point of X. Since |X| is a Zariski topological space, it follows that ϕ and
f have the same action on |Xreg|, the regular locus of X. This implies that there are
open subschemes U ⊂ X and V ⊂ Y such that

(1) codim(U c ⊂ X) ≥ 2,
(2) codim(V c ⊂ Y ) ≥ 2,
(3) f induces an isomorphism f |U : U → V , and
(4) f |U induces ϕ|U on topological spaces.
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By Lemma 4.1.3, it follows that ϕ is algebraizable to a unique isomorphism f : X → Y ,
showing that τ is fully faithful. �

This completes the proof of Theorem 3.1.12.

4.3. The case of finite fields.

4.3.1. Statements of results. The main result of this section is the following.

Theorem 4.3.1.1. Let X and Y be Cohen-Macaulay connected definable varieties over
finite fields of dimension ≥ 3. Any isomorphism ϕ : τ(X) → τ(Y ) of Torelli structures

is induced by a unique isomorphism of schemes X
∼→ Y .

The proof is based on the Bertini-Poonen theorem, generalized to complete inter-
sections in [5] and reviewed in Section 4.3.2 below, and the probabilistic fundamental
theorem of projective geometry, Theorem 2.3.1.

Remark 4.3.1.2. The Cohen-Macaulay assumptions in Theorem 4.3.1.1 are needed
in order to apply known results on Bertini theorems over finite fields to deduce that,
in a certain precise sense, a density 1 set of complete intersections in X and Y are
reduced, the key point being that a generically smooth Cohen-Macaulay scheme is
reduced. It might be possible to prove directly a Bertini theorem calculating the den-
sity of reduced hypersurfaces among all hypersurfaces, but for a non-Cohen-Macaulay
scheme this could be strictly less than 1, which is not sufficient for our probabilistic
fundamental theorem of projective geometry to apply.

4.3.2. The Bertini-Poonen theorem. In fact, we will not need the main results of [5,17],
but only a certain key lemma. Poonen’s argument, and its variant due to Bucur and
Kedlaya, proceeds by treating points of small, medium, and large degrees separately.
For our purposes, we will need only their results about points of large degree. We
introduce some notation so that this result can be stated.

4.3.3. The large degree estimate. Let F be a finite field with q elements and let r
and n be positive integers. Let X/F be a smooth finite type separated F-scheme of
equidimension m ≥ r equipped with an embedding

X →֒ Pn

defining an invertible sheaf OX(1) on X.
Let S denote the polynomial ring in n+1 variables over F and let Sd ⊂ S denote the

degree d elements in this ring, so we have a ring homomorphism

S → Γ∗(X,OX(1))

restricting to a map

Sd → Γ(X,OX(d))

of vector spaces.
Fix functions

gi : N → N

for i = 2, . . . , r such that there exists an integer w > 0 for which

d ≤ gi(d) ≤ wd
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for all d ∈ N and all i. For notational reasons it will be convenient to also write
g1 : N → N for the identity function.

4.3.3.1. Let Sdenote the product
∏r

j=1 S and let Sd denote the subset

Sd × Sg2(d) × · · · × Sgr(d) ⊂ S.

For a section f ∈ Sd let HX,f ⊂ X be the closed subscheme defined by the image of f
in Γ(X,OX(d)), and for f = (f1, . . . , fr) ∈ Sd let

(4.3.3.1.1) Xf :=
r⋂

i=1

HX,fi

For an integer d let Wd ⊂ Sd denote the subset of vectors f such that the intersection

Xf is smooth of dimension m − r at all closed points P in this intersection of degree

> d/(m+ 1), and define

ed := 1− #Wd

#Sd
.

Lemma 4.3.3.2. There exists a constant C, depending on n, r, m, w, and the degree of

X ⊂ Pn, such that

ed ≤ Cdmq−min{d/(m+1),d/p}.

In particular,

lim
d→∞

ed = 0.

Proof. This is [5, 2.7]. �

We recall some additional useful notation from [17], which we will use in stating
consequences of Lemma 4.3.3.2. For a subset P⊂ Swrite

µµ(P) := lim
d→∞

#(Sd ∩P)

#Sd

and

µµ(P) := lim sup
d→∞

#(Sd ∩P)

#Sd

4.3.4. Variants.

4.3.4.1. As in Section 4.3.3, let F be a finite field and let X ⊂ Pn be a quasi-projective
scheme. Assume that X is reduced and Cohen-Macaulay, and of equidimension m and
that r < m.

Let Hd ⊂ Sd be the subset of elements (f1, . . . , fr) such that for every subset R ⊂
{1, . . . , r} the scheme-theoretic intersection

XR :=
⋂

i∈R

Xfi

is reduced of dimension m−#R. Let H ⊂ Sdenote the union of the Hd.

Theorem 4.3.4.2. We have

µµ(H) = 1.
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Proof. For a given R, let HR,d ⊂ Sd be the subset of those vectors for which the inter-
section XR is reduced of dimension m −#R, and let HR denote the union of the HR,d.
Then

1− #Hd

#Sd

≤
∑

R

(
1− #HR,d

#Sd

)
.

It therefore suffices to show that µµ(HR) = 1. Furthermore, this case reduces immedi-
ately to the case when R = {1, . . . , r}, which we assume henceforth.

Note that if the intersection XR is generically smooth of the expected dimension,
then it is reduced. Indeed this follows from the fact that a complete intersection in a
Cohen-Macaulay scheme is Cohen-Macaulay and that a generically reduced Cohen-
Macaulay scheme is reduced.

Let X ⊂ Pn be the closure of X with the reduced scheme structure, and fix a finite
stratification X = {Xi}i∈I with each Xi a smooth locally closed subscheme of X, and
one of the strata X0 equal to the smooth locus of X. If we further arrange that each
Xi,R ⊂ Xi has the expected dimension then it follows that the inclusion

XR ∩X0 →֒ XR

is dense.
For an integer s let E

(s)
Xi,d

⊂ Sd denote the subset of those vectors (f1, . . . , fr) for

which the intersections Xi,f is smooth of the expected dimension at all points P of

degree ≥ s. Let E
(s)
d denote the intersection of the E

(s)
Xi,d

.

Observe that since we assumed that r < m, the closed points of degree ≥ s are

dense in any irreducible component of X0,f . In particular, we have E
(s)
d ⊂ Hd. Let E(s)

denote the union of the E
(s)
d . Taking s = ⌊ d

m+1
+ 1⌋ have

E
(s)
Xi,d

=WXi,d,

where WXi,d is defined as in Paragraph 4.3.3.1 applied to Xi.
By this and Lemma 4.3.3.2 we have that

lim
d→∞

∑
i #(Sd \ EXi,d)

#Sd

= 0.

We conclude that

lim
d→∞

#E
(s)
d

#Sd
= 1,

and it follows that

µµ(HR) = 1,

as desired.
�

4.3.5. Preparatory lemmas. We continue with the setup of Section 4.3.3.

Lemma 4.3.5.1. Let k be a field and let D/k be a geometrically irreducible proper

k-scheme, let D ⊂ D be a dense open subscheme with D geometrically reduced and
codim(D −D,D) ≥ 2. Then H0(D,OD) = k.
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Proof. We may without loss of generality assume that D is reduced, and furthermore,
by replacing D by its normalization thatD is normal. SinceD is geometrically reduced
and irreducible it follows that H0(D,OD) = H0(D,OD) = k. �

Lemma 4.3.5.2. Let X be a definable Cohen-Macaulay variety over a perfect field k
and let OX(1) be a very ample invertible sheaf with associated linear system P . Let

j : X →֒ X be the compactification of X provided by the given projective embedding,

so X is schematically dense in X. Fix a finite stratification {X i}i∈I of X with each

X i smooth, equidimensional, and X i →֒ X locally closed. Let F,G ∈ H0(X,OX(1)) =
H0(X,OX(1)) be two linearly independent sections. Let DF (resp. DG) be the zero locus

in X of F (resp. G) and set DF := DF ∩X (resp. DG := DG∩X), and assume they satisfy
the following:

(i) DF is geometrically irreducible.

(ii) The intersection DF ∩X i has dimension dim(Xi)−1 for all i, and the intersection

DF ∩DG ∩X i has dimension dim(X i)− 2 for all i (here we make the convention
that the empty scheme has dimension −1 as well as −2).

(iii) DF and the intersection DF ∩DG are generically smooth.

Then F and G span a definable line.

Proof. Assumption (ii) implies that DF ⊂ DF is dense. Furthermore, DF is Cohen-
Macaulay (see for example [?, Tag 02JN]) and the generic smoothness of DF , assumed
in (iii), then implies that DF is geometrically reduced. Similarly, DF ∩DG is geomet-
rically reduced, and DF ∩DG ⊂ DF ∩DG is dense. We need to show that the kernel of
the restriction map

H0(X,OX(1)) → H0(DF ∩DG,ODF∩DG
(1))

is the span of F and G.
To this end, let W denote (DF ∩ DG) \ (DF ∩ DG). By assumption (ii), W has codi-

mension at least 2 in DF , and we have a closed immersion

DF ∩DG →֒ DF \W.
From this we therefore get an exact sequence

0 // H0(DF,red \W,ODF,red
)

G
// H0(DF,red \W,ODF,red

(1)) // H0(DF ∩DG,ODF∩DG
(1)).

From the commutative diagram

H0(X,OX(1))
≃

//

��

H0(X,OX(1))

��

H0(DF,red \W,ODF,red\W
(1)) // H0(DF ,ODF

(1))

we see that the kernel of the map

H0(X,OX(1)) → H0(DF,red −W,ODF,red\W
(1))

is 1-dimensional generated by F . From this and the argument used in Lemma 3.3.11
we see that to prove the proposition it suffices to show that the dimension ofH0(DF,red−
W,ODF,red

) is 1. This follows from Lemma 4.3.5.1. �
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Lemma 4.3.5.3. Let X/k be a Cohen-Macaulay quasi-projective definable variety of
dimension at least 3, and let OX(1) be a very ample line bundle on X. Let X →֒ P be

the embedding into projective space provided by OX(1) and let X ⊂ P be the closure of

X, with the reduced subscheme structure. Let Hn be the set of lines in PH0(X,OX(n))
and let Hdef

n ⊂ Hn be the subset of lines which are definable as lines in PH0(X,OX(n)).
Then

lim
n→∞

µµHn
(Hdef

n ) = 1.

Proof. Fix a finite stratification {Xi}i∈I of X into locally closed smooth subschemes.
Let Pn denote the set of pairs of linearly independent elements

f1, f2 ∈ Γ(X,OX(n)),

and let P′
n ⊂ Pn denote the subset of pairs (f1, f2) with associated divisors Ds :=

V (fs) ∩X have the following properties:

(i) Ds is geometrically irreducible for s = 1, 2.
(ii) Ds∩X i and the double intersections D1∩D2∩Xi have the expected dimension.

(iii) D1 ∩X, D2 ∩X, and D1 ∩D2 ∩X are generically smooth.

There is a map

Sp : Pn → Hn

sending a pair (f1, f2) to the line spanned by f1 and f2. By Lemma 4.3.5.2 the image
of P′

n is contained in Hdef
n and therefore we have

µµPn
(P′

n) ≤ µµHn
(Hdef

n ),

and it suffices to show that

lim
n→∞

µµPn
(P′

n) = 1.

This follows from Theorem 4.3.4.2 and [8, Theorem 1.1]. �

4.3.5.4. For integers n1, n2 with n1 ≤ n2 ≤ 2n1 consider the subset

Tn1,n2 ⊂ Sn1 ⊕ Sn2 ⊕ Sn1+n2

whose elements are triples (f1, f2, f3) for which the elements f1f2 and f3 span a defin-
able line in PΓ(X,OX(n1 + n2)).

Lemma 4.3.5.5. For any function g : N → N such that n ≤ g(n) ≤ 2n for all n, we have

lim
n→∞

#Tn,g(n)

#(Sn ⊕ Sg(n) ⊕ Sn+g(n))
= 1.

Proof. Fix a stratification {Xi}i∈I of X into smooth subschemes.
By Lemma 4.3.5.2 the set Tn,g(n) contains the set T′

n,g(n) of triples (f1, f2, f3) ∈ Sn ⊕
Sg(n)⊕Sn+g(n) satisfying the condition that the zero locus of each fi in X is irreducible,
and for all R ⊂ {1, 2, 3} the intersection XR is generically smooth and the intersection

XR ∩ Xi have the expected dimension for all i. The result then follows from Theo-
rem 4.3.4.2 and [8, Theorem 1.1] �

45



4.3.6. Proof of Theorem 4.3.1.1. By the same argument as in Section 4.1, which did
not require any assumption on the ground field, it suffices to prove Theorem 4.3.1.1
in the case when X and Y are quasi-projective.

4.3.6.1. Fix ǫ > 0. In the course of the proof we will make various assumptions on
ǫ being sufficiently small. As there are only finitely many steps, this is a harmless
practice.

Fix an ample invertible sheaf OX(1) on X represented by an effective divisor D. By
Proposition 3.2.7 the property of being ample depends only on the Torelli structure,
and therefore ϕ(D) defines an ample invertible sheaf on Y , which we denote by OY (1).
After replacing OX(1) by OX(n) for sufficiently large n we may assume that OX(1) and
OY (1) are very ample.

Furthermore, by choosing n sufficiently large we may assume by Lemma 4.3.5.3
that there exist definable lines in PΓ(X,OX(1)) and PΓ(Y,OY (1)). Since the number
of elements in a definable line is q + 1, we see that the finite fields κX and κY are
isomorphic to the same finite field F, and in particular have the same number of
elements which we will denote by q.

4.3.6.2. Let X ⊂ PΓ(X,OX(1)) (resp. Y ⊂ PΓ(Y,OY (1)) be the scheme-theoretic closure
of X (resp. Y ). Define graded rings

AX := ⊕n≥0Γ(X,OX(n)), AY := ⊕n≥0Γ(Y ,OY (n)),

AX := ⊕n≥0Γ(X,OX(n)), AY := ⊕n≥0Γ(Y,OY (n)),

so AX ⊂ AX and AY ⊂ AY . For m > 0 and any of these graded rings A write A(m) for
the subring A(m) ⊂ A given by

A(m) := ⊕n≥0A
nm.

Write |An
X
| ⊂ |nD| for PΓ(X,OX(n)) ⊂ PΓ(X,OX(n)), and similarly for |An

Y
|. By

Lemma 4.3.5.3, for n sufficiently large the proportion of definable lines in the lin-
ear system |An

X
| is greater than or equal to 1 − ǫ. Choosing ǫ sufficiently small, and

thereafter n sufficiently large so that Theorem 2.3.1 applies to the map

|An
X
| →֒ PΓ(X,OX(n)) → PΓ(Y,OY (n))

we therefore find an integer n0 such that for each n ≥ n0 we get an isomorphism of
fields

σn : κX → κY

and a σn-linear

γn : An
X
→ Γ(Y,OY (n))

such that the induced morphism of projective spaces

f ′
n : PΓ(X,OX(n)) → PΓ(Y,OY (n))

agrees with the map

fn : |An
X
| → |OY (n)|

defined by ϕ on a proportion of points

(4.3.6.2.1) 1− 2ǫ− 2A(q, N, ǫ)− 2
q2(q + 1)2

qN+1 − q
,
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where N is the projective dimension of |An
X
|.

For notational convenience let ǫ̃ denote 9ǫ. Then for n sufficiently large the expres-
sion (4.3.6.2.1) is greater than or equal to 1− ǫ̃. After possibly replacing n0 by a bigger
number we may assume that (4.3.6.2.1) is at least 1− ǫ̃ for all n ≥ n0.

After possibly replacing n0 by a bigger number and applying Lemma 4.3.5.5, we
may assume the following.

Assumption 4.3.6.3. For all n ≥ n0, we have that

#Tn,g(n)

#(Sn ⊕ Sg(n) ⊕ Sn+g(n))
= 1− ǫ̃

for g(n) = n and g(n) = n + 1.

4.3.6.4. Next we prove that the f ′
n are close to multiplicative.

Claim 4.3.6.5. Given Assumption 4.3.6.3, for any n1 ≥ n0 and for n2 = n1 or n2 = n1+1
we have

f ′
n1
(s1)f

′
n2
(s2) = f ′

n1+n2
(s1s2)

for a proportion 1− 5ǫ̃ of pairs

(s1, s2) ∈ An1

X
×An2

X
.

Proof. Let Ξ denote the set of pairs (s1, s2) such that the proportion of lines through
s1s2 that are definable is at most 1/4. The hypothesis of the Claim and Lemma 4.3.5.5
imply that

#Ξ · 1
4
#Sn1+n2 ≤ ǫ̃ ·#Sn1 ·#Sn2 ·#Sn1+n2.

It follows that for a proportion of 1 − 4ǫ̃ of pairs (s1, s2), the line in Γ(X,OX(n1 + n2))
spanned by s1s2 and at least three quarters of the elements in An1+n2

X
is definable.

Thus, for at least half of the pairs (s3, s
′
3) of elements in An1+n2

X
, the lines Sp(s1s2, s3)

and Sp(s1s2, s
′
3) are definable.

Consider the set Λ of lines ℓ through s1s2 such that fn1+n2(t) 6= f ′
n1+n2

(t) for all t

in ℓ except possibly for one point; let Λ̃ denote the set of all lines through s1s2. A

straightforward counting argument shows that #Λ/#Λ̃ < 4ǫ̃. So assuming 4ǫ̃ < 1/4,
for a proportion 1− 4ǫ̃ of pairs (s1, s2) we can find a pair (s3, s

′
3) such that the lines

Sp(s1s2, s3), Sp(s1s2, s
′
3)

are definable and each contain at least two points for which fn = f ′
n. Since fn preserves

definable lines, and f ′
n takes lines to lines, we conclude that for such (s3, s

′
3) we have

f ′
n(Sp(s1s2, s3)) = fn(Sp(s1s2, s3)), f ′

n(Sp(s1s2, s
′
3)) = fn(Sp(s1s2, s

′
3)).

Since the intersection of these two lines is s1s2 we conclude that

f ′
n(s1s2) = fn(s1s2) = fn(s1)fn(s2).

Since fn = f ′
n on a proportion of 1−ǫ̃ points we conclude that f ′

n1
(s1)f

′
n2
(s2) = f ′

n1+n2
(s1s2)

for a proportion of 1− 5ǫ̃ pairs. �

4.3.6.6. Next we show that the γn are close to multiplicative.
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Claim 4.3.6.7. Given Assumption 4.3.6.3, for any n1 and n2 = n1 or n2 = n1 + 1, there
exists a constant cn1,n2 such that

(4.3.6.7.1) γn1(s1)γn2(s2) = cn1,n2γn1+n2(s1s2)

for all pairs (s1, s2).

Proof. Let Vn denote An
X

, viewed as a vector space over the prime field Fp. We then

have two symmetric bilinear forms

bX , bY : Vn1 × Vn2 → Γ(Y,OY (n1 + n2))

given by

bX(s1, s2) := γn1(s1)γn2(s2), bY (s1, s2) := γn1+n2(s1s2).

These forms have the property that they agree up to scalar for a proportion of 1 − 5ǫ̃
of pairs (s1, s2).

Given s1, let Ys1 be the set of s2 such that bX(s1, s2) is a scalar multiple of bY (s1, s2).
Let p(s1) = #Ys1/#Vn2 . It follows from the above remarks that we have

#{s1|p(s1) < 2
√
ǫ̃} · 2

√
ǫ̃ < 5ǫ̃ ·#Vn1 .

Thus, for a proportion of 1 − (5/2)
√
ǫ̃ of elements s1 the two forms bX(s1, s2) and

bY (s1, s2) agree up to scalar for a proportion of 1− 2
√
ǫ̃ of elements s2.

Fix s1 for which p(s1) ≥ 2
√
ǫ̃. Each of the maps

bX(s1,−), bY (s1,−) : Vn2 → Γ(Y,OY (n1 + n2))

are injective, which implies that

rank(bX(s1,−)− αbY (s1,−)) + rank(bX(s1,−)− α′bY (s1,−)) ≥ dim(Vn2)

for any distinct elements α, α′. It follows that there is at most one α 6= 0 for which the
rank of bX(s1,−)− αbY (s1,−) is less than or equal to dim(Vn2)/2.

Suppose that in fact we have

rank(bX(s1,−)− αbY (s1,−)) ≥ dim(Vn2)/2

for all α. Then the proportion of s2 for which bX(s1, s2) is a scalar multiple of bY (s1, s2)
is at most

q − 1

qdim(Vn2 )/2
,

and we obtain the inequality

q − 1

qdim(Vn2 )/2
≥ 1− 2

√
ǫ̃.

For n chosen sufficiently large relative to ǫ this is a contradiction. We conclude that
there exists exactly one scalar α0 such that

rank(bX(s1,−)− α0bY (s2,−)) < dim(Vn2)/2.

Now in this case we find that the proportion of s2 for which bX(s1, s2) is a scalar mul-
tiple of bY (s1, s2) is at most

(q − 2)

qdim(Vn2 )/2
+

1

pr0
,
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where r0 is the rank of bX(s1,−) − α0bY (s1,−). For ǫ suitably small we see that this
implies that in fact r0 = 0 and bX(s1, s2) = α0bY (s1, s2) for all s2.

Note that this argument is symmetric in s1 and s2. That is, for a fixed s2 subject to

the condition that bX(s1, s2) is a scalar multiple of bY (s1, s2) is at least 1− 2
√
ǫ̃ we find

that there exists a constant β such that

bX(s1, s2) = βbY (s1, s2)

for all s1. From this it follows that in fact the constant α0 in the previous paragraph is
independent of the choice of s1. Furthermore, using the bilinearity we find that there
exists a constant cn1,n2 such that

bX(s1, s2) = cn1,n2bY (s1, s2)

for all pairs (s1, s2). In other words, we have the equality (4.3.6.7.1) �

Claim 4.3.6.8. Given Assumption 4.3.6.3, for every n ≥ n0 and integer m ≥ 1 there

exists a constant cm such that for all sections

s1, . . . , sm ∈ An
X

we have

γnm(s1 · · · sm) = cmγn(s1) · · ·γn(sm).
Proof. This we show by induction, the case m = 1 being vacuous. For the inductive
step write m = a + b for positive integers a and b with a = b = m/2 if m is even, and
a = (m− 1)/2 and b = (m+ 1)/2 if m is odd. Then by the above discussion there exists
a constant ca,b such that

γnm(s1 · · · sm) = ca,bγna

(
a∏

i=1

si

)
γbn

(
b∏

j=1

sa+j

)
.

By our inductive hypothesis this equals

ca,bcacbγn(s1) · · ·γn(sm),
so we can take cm = ca,bcacb. �

4.3.6.9. In particular, after possibly choosing n0 even bigger so that AX(n0) is gener-
ated by An0

X
we get an injective ring homomorphism

ρX,n0
: AX(n0) → AY (n0)

given in degree mn0 by γmn0/cm.

4.3.6.10. The map ρX,n0
defines a rational map

λ : Y //❴❴❴ X.

Let Y ◦ ⊂ Y be the maximal open subset over which λ is defined and the map ρX,n0

induces an isomorphism λ∗OX(n0) ≃ OY (n0). We claim that the two maps of topological
spaces

(4.3.6.10.1) |λ|, ϕ−1 : |Y ◦| → |X|
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agree, where we write ϕ−1 also for the composition

|Y | ϕ−1

// |X| � � // |X|
To prove this it suffices to show that these two maps agree on all closed points.

Suppose to the contrary that we have a closed point y ∈ Y ◦ such that λ(y) 6= ϕ−1(y).
Consider the subset

Tm ⊂ An0m

X

of sections g ∈ Γ(X,OX(n0m)) whose zero locus contains both λ(y) and ϕ−1(y). Now
any section g whose zero locus contains λ(y) and for which fn0m(g) = f ′

n0m
(g) lies in Tm

by definition of λ and fn. It follows that

(4.3.6.10.2)
#Tm
#An0m

X

≥ 1

qdeg(λ(y))
− qdeg(λ(y))ǫ̃.

On the other hand, for m sufficiently big we have

(4.3.6.10.3)
#Tm
#An0m

X

=
1

qdeg(λ(y))+deg(ϕ−1(y))
.

Now observe that if we replace our choice of n0 by a multiple, the open subset Y ◦ ⊂ Y
and λ remain the same, but we can decrease the size of ǫ̃ by making such a choice of n0.
Since the right side of Eq. (4.3.6.10.2) is larger than the right side of Eq. (4.3.6.10.3)
for ǫ̃ sufficiently small this gives a contradiction. We conclude that the two maps
Eq. (4.3.6.10.1) agree.

Lemma 4.3.6.11. Let k be a field, let S be a normal quasi-projective k-scheme, and
let T/k be a proper k-scheme. Let f : |S| → |T | be a continuous map of topological
spaces which is a homeomorphism onto an open subset of |T |. Assume that there exists

a dense open subset U ⊂ S and a morphism of schemes f̃U : U → T whose underlying

morphism of topological spaces |f̃U | : |U | → |T | agrees with the restriction of f . Then

there exists a unique morphism of schemes f̃ : S → T whose underlying morphism of

topological spaces is f and which restricts to f̃U on U .

Proof. Since S is normal and T is proper there exists an open subset S◦ ⊂ S containing

U and with complement of codimension ≥ 2 such that f̃U extends to a morphism of
schemes

f̃S◦ : S◦ → T.

We claim that f̃S◦ induces f ||S◦| on underlying topological spaces.
If s ∈ S◦ is a closed point, then by Bertini’s theorem (or in the finite field case

Poonen-Bertini) there exist effective irreducible divisors D1, . . . , Dr ⊂ S◦, with Di ∩ U
nonempty for all i, such that

{s} = D1 ∩ · · · ∩Dr.

Since f is a homeomorphism onto an open subset of T we can further arrange that

{f(s)} = f(D1) ∩ · · · ∩ f(Dr),

where f(Di) is the closure of f(Di) in |T |. Since

f̃S◦(s) ⊂ f(D1) ∩ · · · ∩ f(Dr).
50



We conclude that f̃S◦(s) = f(s). This shows that f̃S◦ agrees with f on all closed points
and therefore also on all points.

We are therefore reduced to the case when the complement of U in Y has codimen-

sion ≥ 2. In this case, the morphism f̃U extends to a map f̃ : Y → T by the same
argument as in the proof of Lemma 4.1.3, and repeating the previous argument we

see that f̃ induces f on topological spaces. �

4.3.6.12. By Lemma 4.3.6.11 we therefore get a morphism of schemes

u : Y → X

whose underlying morphism of topological spaces is ϕ−1.
For n sufficiently big, the line bundle OY (n) can be represented by an effective di-

visor D ⊂ Y all of whose irreducible components occur with multiplicity one and
have nonempty intersection with Y ◦. The divisor ϕ(D) then represents the line bun-
dle OX(n), and we have a nonzero map

u∗OX(−n) = u∗OX(−ϕ−1(D)) → OY (−D) = OY (−n).
Since ϕ induces an isomorphism on class groups we conclude that this map is an
isomorphism, so u extends to a map of polarized schemes

u : (Y,OY (n)) → (X,OX(n)),

for all n sufficiently big.
Since the cardinalities of the linear systems Γ(X,OX(n)) and Γ(Y,OY (n)) are the

same for all n, we conclude that u induces an isomorphism of graded rings

AX(n) → AY (n)

for all n sufficiently big. This implies that u is an open immersion. Indeed if X (resp.
Y ) is the closure of X (resp. Y ) in the projective imbedding defined by Γ(X,OX(n))
(resp. Γ(Y,OY (n))) then we see that u induces an isomorphism between the homoge-

neous coordinate rings of X and Y , and therefore u is an open immersion inducing an
isomorphism of topological spaces, whence an isomorphism.

This completes the proof of Theorem 4.3.1.1. �

4.4. Counterexamples to weaker statements. One might wonder if the congru-
ence relation on Eff(X) is really necessary, or if the Zariski topological space itself
might suffice to capture X. In one direction, we have the following.

Lemma 4.4.1. Given two primes p and q and two smooth projective surfaces X over

Fp and Y over Fq, each of Picard number 1, any homeomorphism between a curve in
X and a curve in Y extends to a homeomorphism |X| → |Y |.
Proof. The proof of is essentially contained in the proof of the final Proposition of [23],
once one notes that the topological space of such a surface satisfies the axioms laid
out in [23, Corollary 1] (even though they are stated there only for P2). �

Remark 4.4.2. In particular, there are examples of surfaces of general type that are
homeomorphic to the projective plane. Even more bizarrely, one can show that P2

Fp
is

homeomorphic to P2
Fq

for any primes p and q. In other words, the linear equivalence
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relation in the divisorial structure is necessary. The proofs of [23] are heavily reliant
on working over the algebraic closure of a finite field.

4.5. Counterexamples in dimension 1. In this section we provide counterexam-
ples to Theorem 3.1.12 for schemes of dimension 1 over arbitrary fields. This shows
that the assumption of algebraically closed base fields in [25] is necessary and not
simply an artifact of the use of model theory.

Proposition 4.5.1. Fix a field K. For an integer g > 1 let Cg → SpecKg be the generic

curve of genus g (so that Kg is the function field of Mg – the moduli stack over K
classifying genus g curves). Then for any two integers g, h > 1 we have that τ(Cg) is
(non-canonically) isomorphic to τ(Ch). In particular, Theorem 3.1.12 is false for curves
over non-algebraically closed fields.

Proof. By the Franchetta Conjecture (e.g., [18, Theorem 5.1]), we know that Pic(Cg) =
Z · [KCg ] and similarly for h. The package τ(Cg) is equivalent to assigning to each
closed point c ∈ Cg the corresponding element d(c) ∈ N. To produce an isomorphism
between τ(Cg) and τ(Ch) it suffices to show that for each n ∈ N, there is a bijection

Sg(n) := {c ∈ Cg|d(c) = n} → {c′ ∈ Ch|d(c′) = n} =: Sh(n).

For each n, consider the linear system |nKCg |. By Riemann–Roch, this has projective
dimension (2n − 1)g − 2n for n > 1 and dimension g − 1 for n = 1. For each pair of
positive integers a and b, the natural map

|aKCg | × |bKCg | → |(a+ b)KCg |
has proper closed image (by a simple dimension count). We conclude that for each
a ∈ N, there is a Zariski open Ua ⊂ |aKCg | whose points correspond precisely to Sg(a).
This shows that Sg(a) has the same cardinality as Kg.

Choosing a bijection Kg → Kh thus establishes bijections Sg(n) → Sh(n) for all
n ∈ N, giving the desired result. �

5. RESULTS OVER UNCOUNTABLE FIELDS OF CHARACTERISTIC 0

5.1. Linear equivalence over uncountable fields of characteristic 0. In this
section, we show that over uncountable algebraically closed fields of characteristic
0, one can recover linear equivalence entirely topologically. This gives the following
results.

Theorem 5.1.1. If X is a normal, proper variety of dimension at least 2 over an un-
countable algebraically closed field k of characteristic 0, then linear equivalence of
divisors is determined by |X|.
Theorem 5.1.2. If X is a normal proper variety of dimension at least 2 over an un-
countable algebraically closed field k of characteristic 0, then X is uniquely determined
as a scheme by its underlying Zariski topological space |X|. It is also uniquely deter-
mined as a scheme by its associated étale topos.

It is interesting to compare this to work of Voevodsky on an anabelian-type conjec-
ture of Grothendieck [22]. While Grothendieck’s conjecture and Voevodsky’s theorem
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require a finitely generated base field, they also give more, namely full functoriality,
not merely isomorphy.

It is also interesting to compare this to [11]. While it is not entirely clear how the
present work relates to the theory of Zariski geometries, we believe that it should be
relatively straightforward to derive [11, Proposition 1.1] from our results.

Remark 5.1.3. We suspect that it is possible to extend the methods of this section to
handle the category of proper normal varieties together with finite étale morphisms,
giving slightly more than the groupoid of such schemes. This will be pursued else-
where.

5.2. Algebraic geometry lemmas. We recall a definition and a few basic facts in
modern language (see [24] for a classical exposition).

Notation 5.2.1. A pencil of divisors on a variety X is a dominant rational map X 99K

C to a smooth proper curve. The pencil is irrational if the genus g(C) is greater than
0. It is linear if g(C) = 0.

A pencil has members. To make this precise, suppose X is proper and f : X 99K C
is a pencil. The closure of the generic fiber of f is a divisor D ⊂ X ⊗ κ(C), giving rise
to a morphism

ϕ : Specκ(C) → HilbX .

Suppose L ⊂ HilbX is the residue field of the image of ϕ; for dimension reasons L must
have transcendence degree 1 over k. Taking the closure defines a curve C ⊂ HilbX with
a morphism C → C. This gives rise to a universal family D(f) ⊂ X × C associated to
the pencil f .

Equivalently, we can describe D(f) ⊂ X × C as the scheme-theoretic closure of
the graph of the rational map f . (This is equivalent to the previous defintion by the
separatedness of the Hilbert scheme.)

Definition 5.2.2. The fibers of the morphism D(f) → C described above are the
members of the pencil, denoted |f |. The intersection of all members of the pencil is the
base locus of the pencil, denoted Bs(f).

By construction there is a diagram

(5.2.2.1)

D(f) X

C

ι

π

where ι is proper and birational (note that the birationality follows from the fact that
by definition the locus U ⊂ X where f is regular is contained in D(f).

Lemma 5.2.3. Let U ⊂ X be the maximal open subset over which f is defined, and let

B ⊂ X be the complement of U . Then a closed point x ∈ X lies in B if and only if for
every closed point y ∈ C we have x ∈ D(f)y.

Proof. This is [24, §8]. For the convenience of the reader we give a proof.
If x lies in D(f)y ∩ D(f)y′ for y 6= y′ then certainly we must have x ∈ B. Conversely

suppose that f is not defined at x. Then the fiber ι−1(x) must be positive dimensional,
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since X is normal, and dominates C. It follows that ι−1(x) ∩ D(f)y for every y ∈ C(k),
which implies the lemma. �

Lemma 5.2.4. Suppose X is normal. Given a pencil f : X 99K C with base locus B and
with associated family of members D(f) → C, the canonical morphism D(f) → X is
an isomorphism over X \B. Moreover, any member of the pencil gives a Cartier divisor

in X \B.

Proof. By assumption, in the diagram (5.2.2.1) the morphism ι is a closed immersion
on each fiber of π. Moreover, any point x ∈ X \ B lies on exactly one member of
the pencil by Lemma 5.2.3. That is, ι is finite and injective away from B; since X is
normal, this implies that ι is an isomorphism over X \B, as claimed.

To see that every member is Cartier outside of B, note that the fibers of π are
Cartier divisors (since C is smooth), and this is transported to X by ι, which is an
isomorphism outside of B. �

We give a proof of a classical result here, for lack of convenient reference.

Proposition 5.2.5. A proper variety over an algebraically closed field has only count-

ably many equivalence classes of irrational pencils X 99K Z, where X 99K Z1 is equiv-
alent to X 99K Z2 if they have the same members.

Proof. First assume that X is smooth and projective. Consider an irrational pencil
f : X 99K C. Let U ⊂ X be the maximal domain of definition of f . If U 6= X, then f
extends generically across the blowup Bl{x}X so that the extension is not constant on
the exceptional fiber. But then C is unirational, hence rational. Thus, f extends to a
morphism f : X → C. It follows (by, for example, computing the deformation space of
a general fiber of f ) that C gives a single irreducible component of the Hilbert scheme
of X. Since the Hilbert scheme has countably many components, we see that there
can be only countably many equivalence classes of irrational pencils. We also see that
if X → C and X → C ′ are equivalent pencils, then there is an isomorphism C → C ′

that conjugates them. In particular, the equivalence class of the pencil is uniquely
determined by the abstract subfield k(C) ⊂ k(X).

Now suppose X is an arbitrary proper variety over k. Given an alteration X ′ → X,
we see that the set of pencils on X injects into the set of pencils on X ′ (since the set of
subfields of k(X) injects into the set of subfields of k(X)). On the other hand, there is a
smooth projective alteration X ′ → X. This reduces the result to the smooth projective
case. �

Lemma 5.2.6. On a proper normal variety X, no effective divisor is algebraically
equivalent to 0.

Proof. Let g : X ′ → X be a projective birational morphism from a normal projective
variety. If there is an effective divisor D ⊂ X that is algebraically equivalent to 0,
then there is a corresponding algebraic equivalence

D′ + E1 ∼ E2

on X ′, where D′ is an effective non-exceptional divisor and E1, E2 are effective excep-
tional divisors with no components in common. (This is explained in [10, Example
10.3.4].) Taking general hyperplane sections of X ′, the Gysin map reduces us to the
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case in which X and X ′ are normal surfaces. If we wish, we may assume that X ′

is also smooth. By [16, Section 1, page 6], we have E2 · E2 < 0 unless E2 = 0. But
(D′ + E1) · E2 ≥ 0. It follows that E2 = 0. But then we have an effective divisor on a
projective surface algebraically equivalent to 0, which is impossible, as one can see by
intersecting with a general hyperplane. �

Lemma 5.2.7. Let X be a projective integral k-scheme, and let Z →֒ HilbX be a
connected smooth curve embedded in the Hilbert scheme corresponding to a family
W →֒ X × Z of closed subschemes. Assume that for a general point z ∈ Z the fiber

Wz ⊂ Xk(z) is geometrically integral of some dimension strictly smaller than dim(X).
Then the map

g : W→ X

is generically unramified.

Proof. Shrinking on Z if necessary, we may assume that W is integral. Since W is ge-
ometrically integral, the morphism W→ Spec(k) is generically smooth, and it suffices
to show that the morphism

g∗Ω1
X → Ω1

W

is generically surjective. Let z ∈ Z be a point and let Wz be the fiber of Wover z which
is a closed subscheme

gz : Wz →֒ Xk(z).

Assume that z is general so that Wz is generically smooth. Let Iz ⊂ OXk(z)
be the ideal

sheaf of Wz. We then have a commutative diagram

g∗zIz

α

��

// g∗zΩ
1
X

//

��

Ω1
Wz

// 0

0 // f ∗
zΩ

1
Z(z)

// Ω1
W|Wz

// Ω1
Wz

// 0,

where the top sequence is the conormal sequence and the bottom sequence is the
exact sequence of a composition (which is exact on the left in our situation because Z
is smooth and W is generically smooth). It then suffices to show that the map labelled
α is generically surjective, or equivalently, since Z is a curve, generically nonzero.

For this recall that the tangent space to the Hilbert scheme at the point z can be
described as

HomWz(g
∗
zIz,OWz).

Chasing through this identification on sees that the map

(5.2.7.1) TZ(z) → THilbX (z) = HomWz(g
∗
zIz,OWz)

is given by sending ∂ : Ω1
Z(z) → k(z) to the map g∗zIz → OWz given by the composition

g∗zIZ
α
// f ∗

zΩ
1
Z(z)

∂
// OWz .

Since (5.2.7.1) is injective it follows that α 6= 0. �

Lemma 5.2.8. Let X be a proper geometrically integral variety, {Di}i∈N a countable
set of geometrically integral Weil divisors and B ( X a closed subset. Assume that

(1) the Di are algebraically equivalent to each other and
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(2) Di ∩Dj ⊂ B for every i 6= j.

Then infinitely many of the Di are members of a (possibly irrational) pencil of divisors

p : X 99K Z. If the codimension of B is at least 2 and X is geometrically normal, then
all of the Di lie in |p|.

Proof. It suffices to prove the result after passing to the algebraic closure of k. We
begin by producing the pencil (i.e., the rational map X 99K C), which we may do on
any birational model of X.

Let Z ⊂ HilbX be the Zariski closure of the points [Di]. There is a universal family
u : U → Z with canonical map χ : U → X. Since the Di are irreducible, we see that
each geometric generic fiber of u is irreducible. We wish to show that χ is a birational
morphism, for then Z must be a curve and p = uχ−1 defines the pencil.

Let κ(Z) be the ring of total fractions of Z; in this case, it is the product of the
function fields of the components of Z. Let c : Y → X be a proper birational morphism
from a projective variety. The strict transform of the generic fiber Uκ(Z) in Yκ(Z) extends
to a flat family V → Z◦ over some dense open subscheme Z◦ ⊂ Z, with a morphism
V → Y that is a closed immersion on each geometric fiber over Z◦. Moreover, for each
Di, coresponding to a point zi ∈ Z◦, we have that Di is the image of Vzi under the
natural map Y → X. Shrinking Z◦ and replacing the Di by an infinite subsequence,
we may assume that each Vzi is irreducible, and is the strict transform of Di. This
reduces the existence of the pencil to the case where X is projective, which we now
assume until noted otherwise. Shrinking Z, we may assume that all fibers of U → Z
are geometrically integral.

To show that χ is generically injective, it suffices to show that the restriction of χ
to a general complete intersection in X is generically injective. Note that, by generic
flatness, for any such complete intersection Q ⊂ X there is an induced rational map
HilbX 99K HilbQ. Since Z is quasi-compact, the fibers Uz have bounded Castelnuovo–
Mumford regularity, from which it follows that for sufficiently high multiples nH of
the ample class, for any complete intersection Q ⊂ X of divisors in |nH| the induced
map Z 99K HilbQ is generically injective.

Let S ⊂ X be such a general complete intersection surface in X and let S̃ → S be
a resolution of singularities. By generic flatness, there is an open subscheme Z0 ⊂ Z

such that the family U ×X S̃|Z0 → Z0 is a flat family of divisors on S̃ containing a
countable dense subset zi ∈ Z0 satisfying the hypotheses of the Lemma. Thus, to
show that χ : U → X is generically injective, it suffices to show the result under the
additional assumption that X is a smooth projective surface. There are two cases to
consider.

First, suppose there are i and j such that Di ∩ Dj = ∅. By the invariance of inter-
section number, we have that Us ·Ut = 0 for all s and t, whence Us ∩Ut = ∅ unless they
are equal. But Z injects into HilbX , so we conclude that Us ∩ Ut = ∅. This shows that
U → X is generically injective.

On the other hand, suppose Di ∩ Dj 6= ∅, so that Di · Dj > 0. We conclude that for
any s, t ∈ Z we have Us ∩ Ut 6= ∅. In particular, we have that the natural map

q : U ×X U → Z × Z
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is dominant. If the morphism U → X has general geometric fiber with at least 2
points then w : U ×X U → X is also dominant. But then q(w−1(X \ B)) contains a
dense open of Z ×Z, whence it contains a point ([Di], [Dj]) for some i 6= j. We conclude
that Di ∩Dj ∩ (X \B) 6= ∅, contradiction.

Returning to the original situation (proper, possibly non-projective X of arbitrary
dimension), we conclude that χ is generically injective, which also implies that Z has
dimension 1. By Lemma 5.2.7, we also know that χ is generically unramified, whence
we conclude that χ is birational. In particular, χ defines a pencil |D| : X 99K Z, and
we conclude that infinitely many of the Di are members of a pencil |D| parameterized
by Z, as claimed.

Now suppose that X is geometrically normal and B has codimension at least 2.
We claim that in fact all Di lie in the pencil. To see this, note that every irreducible
divisor E ⊂ X is either an irreducible component of a member of the pencil E ⊂ Dz

or Dz ∩ (E \ B) 6= ∅ for all but finitely many members. Indeed, since the Dz cover X,
their intersections with E cover E. It follows that only a proper closed subset of Z
parameterizes Dz such that Dz ∩ E ⊂ B.

If Di were not an irreducible component of some member in the pencil |D| then the
above observation would violate condition (2) above. On the other hand, if there is a
member Dz such that Dz − Di is effective, then Dz − Di would be an effective divisor
algebraically equivalent to 0, contradicting Lemma 5.2.6. �

Definition 5.2.9. Let X be a variety over a field k. Let C ⊂ X be a 1-dimensional sub-
scheme and D =

∑
aiDi ⊂ X a divisor, written as a weighted sum of prime divisors.

We define the naı̈ve intersection number as

#(C ∩D)X :=





−∞ if C ⊂ D

∑

i

ai

(
∑

x∈C∩Di

[k(x) : k]

)
otherwise.

We drop the subscript X if it is clear from the context. If C is proper and D is a Cartier
divisor in a neighborhood of C then #(C ∩ D) ≤ (C · D). If k is algebraically closed
then #(C ∩D) is the weighted sum of the numbers of points in the sets C(k) ∩Di(k).

We call a curve C ⊂ X t-ample if C∩D 6= ∅ for every divisor D ⊂ X. If X is projective
then every complete intersection of ample divisors is t-ample. If X is proper then the
image of a t-ample curve under any projective modification X ′ → X is t-ample on X.

Let p : X 99K Z be a (possibly irrational) pencil of divisors and B ⊂ X a closed
subset containing the base locus of p. Following Matsusaka [14] we define the variable
intersection number

#
[
C ∩ p

]
X\B

:= max
D∈|D|

#(C ∩D)X\B.

Situation 5.2.10. Suppose k is an algebraically closed field of characteristic 0 and X
is a proper normal k-variety. Fix a (possibly irrational) pencil f : X 99K Z and a subset
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B ⊂ X containing the base locus of f . Let

Y X

Z

ι

π

be the family of members of f .

Notation 5.2.11. Given a set S of cycles on a scheme Y , let CompS denote the set
of all irreducible components of all elements of S. Let ConnCompS denote the set of
connected components of the elements of S.

We will often use Comp |f |, the set of irreducible components of the members of a
pencil.

Lemma 5.2.12. Assume we are in Situation 5.2.10. Let C ⊂ X be a weakly ample curve

so that no component of C lies entirely in B, and let C ′ ⊂ Y be the strict transform of
C.

(1) For every z ∈ Z we have

#(C ∩ ι(Yz))X\B ≤ (C ′ · Yz) = # [C ∩ f ]X\B .

(2) For all but finitely many z ∈ Z(k) we have that

# [C ∩ f ]B = #(C ∩ ι(Yz))X\B.

Proof. Since C is t-ample, the morphism π|C′ : C ′ → Z is finite. Since k has character-
istic 0, π|C′ is separable. Since no component of C is contained in B, we have that

#[C ∩ f ]X\B = #[C ′ ∩ fι]X .
That is, the intersection C ′ ∩ Yz for general z is disjoint from the preimage of B in Y ,
which is a subset of codimension 1 intersecting C ′ properly. On the other hand, since
C ′ is separable over Z, the general naı̈ve intersection equals the degree of C ′ over Z.
In particular, for every z ∈ Z(k) we have that

#[C ′ ∩ fι]X = (C ′ · Yz).
This proves the result. �

Lemma 5.2.13. In Situation 5.2.10, suppose Yz is a member of |f | and E ≤ Yz is an

effective divisor. Then there exists i such that E + Di ≤ Yz if and only if there exists a
subset B ⊂ X of codimension at least 2, containing the base locus of f , and an integral
divisor A ⊂ X such that for every t-ample curve C 6⊂ B we have

#(C ∩ E)X\B +#(C ∩A)X\B ≤ # [C ∩ f ]X\B .

Proof. Let B be the union of the base locus of f , the singular locus of X, and the

image of the singular locus of Y . Let Ỹ → Y be a resolution of singularities. Since B

is assumed to contain the singular locus of X, we have that Ỹ → Y is an isomorphism

outside of B. Given a component Q ⊂ Yz, we have that QỸ = Q̃ + Q′, where Q̃ is
58



the strict transform and Q′ is a divisor supported over B. For any curve C ⊂ X not

contained in B, with strict transform C̃ ⊂ Ỹ , we have an inequality

#(C ∩Q)X\B ≤ C̃ · Q̃.
Moreover, if we write Yz =

∑
aiDi, we have (in the same notation) that

∑
ai(C̃ · D̃i) ≤ (C̃ · Ỹz) = (C · Yz) = # [C ∩ f ]X\B ,

where the first inequality follows from the fact that Ỹz is equal to
∑
aiD̃i plus an

effective divisor not containing any components of C̃, the middle equality is by the
projection formula, and the last equality is by Lemma 5.2.12.

If E =
∑
biDi < Yz, then pick A ∈ Comp |D| such that E + A ≤ Yz. That is, let

A = Dj for some j such that bj + 1 ≤ aj. For any proper irreducible t-ample curve C
not contained in B we then have

#(C ∩ E)X\B +#(C ∩ A)X\B ≤
∑

bi(C̃ · D̃i) + (C̃ · D̃j) ≤
∑

ai(C̃ · D̃i) ≤ #
[
C ∩ f

]
X\B

,

and thus the condition is necessary.
To complete the proof we need to show that if E = Yz then for every subset B of X

of codimension at least 2 and every integral divisor A ⊂ X, there is a t-ample curve
C 6⊂ B such that

(5.2.13.1) #(C ∩ E)X\B +#(C ∩A)X\B > # [C ∩ f ]X\B .

Choose a proper, birational morphism p : X ′ → X such that X ′ is normal and projec-
tive, and the pencil f extends to a morphism f ′ : X ′ → Z. Let S ′ ⊂ X ′ be a general
complete intersection of dimX − 2 very ample divisors. Then S ′ is normal and f ′ re-
stricts to a morphism f ′ : S ′ → Z. The support of the preimage of B in S ′ is the union
of a finite set of points P , a reduced f ′-horizontal divisor Bh, and a reduced f ′-vertical
divisor Bv. Since B has codimension 2, we see that Bv does not contain any fibers of
f ′.

Resolving the singularities of S ′ and using the fact that the image of a t-ample curve
is t-ample, we may assume that S ′ is smooth over k. Note that for a general ample
curve C ′ ⊂ S ′, we have that

#(p(C ′) ∩ E)X\B ≥ (C ′ ·ES′)− (C ′ · Bv).

Indeed, for general C ′ there is no intersection with P and the intersection with Bh

occurs outside E, so that the second term in the difference on the right side thus puts
an upper bound on the cardinality of C ′(k) ∩ E(k) ∩ B(k).

Since E = Yz, so that

(C ′ · ES′) = (p(C ′) · Yz) = #[p(C ′) ∩ f ]X\B

for any B, we see that to achieve the desired inequality for the curve C = p(C ′), it
suffices to find an ample curve C ′ ⊂ S ′, not contained in B|S′, such that

(C ′ · ES′) + (C ′ · AS′) > (C ′ · ES′) + (C ′ · Bv),

which is equivalent to

(5.2.13.2) (C ′ · AS′) > (C ′ · Bv).
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Suppose H ⊂ S ′ is an ample divisor. Since Bv is vertical and does not contain a fiber,
its intersection matrix is negative definite [6, Corollary 2.6]. Thus, there is an effective
Q-divisor N supported on Bv such that H +N is numerically trivial on Bv. Moreover,
for any irreducible curve C not contained in SuppBv, we have (H + N) · C ≥ H · C.
Now

(1 + ǫ)H +N = ǫH + (H +N)

is ample, very small on Bv, and bigger than H on every other divisor. Let C ′ be a
general member of a very ample multiple of (1 + ǫ)H + N and let C := p(C ′) be the
image in X. It is straightforward that for sufficiently small ǫ we have the inequality
(5.2.13.2), and this implies (5.2.13.1), as desired. �

Remark 5.2.14. Note that Lemma 5.2.13 is false in characteristic p. We give an ex-
ample in the context of Section 5.5; we will retain the notation from that section in
this remark. Let Z be the divisor f(x, y, z) = 0 and let Y be a general curve in P2 that
meets Z transversely. There is an associated pencil

〈Z, Y 〉 : P2
99K P1

in the linear system |O(p)|. This induces a pencil

〈Z̃, Ỹ 〉 : Xf 99K P1

associated to the pullback divisors Z̃, Ỹ ⊂ Xf . Note that the divisor Z̃ is not reduced,
since the divisor Z becomes divisible by p in Df (hence has a component in Xf that is
divisible by p).

On the other hand, there is a finite purely inseparable morphism Xf → Q of smooth
surfaces described in Section 5.5. The restriction Z|Q is reduced (since Q is a blow up
of P2 at a finite set disjoint from Z). Since the underlying topological spaces of Xf

and Q are the same, the sets of curves are in bijection. We see that a general curve
meeting Y and Z transversely in Q corresponds to a curve with #(C ∩ Y ) = #(C ∩Z).
The corresponding curve in Xf therefore has the same property. We conclude that

#(C ∩ Ỹ ) = #(C ∩ Z̃) = C · Ỹ = C · Z̃,
but this does not imply that members of the pencil are reduced. Thus, the naı̈ve inter-
section multiplicity cannot be used to identify multiplicities of components of fibers.
(This arises from the fact that the general naı̈ve intersection need not equal the gen-
eral intersection number because maps of curves need not be separable. This is the
crux of the characteristic 0 hypothesis.)

Corollary 5.2.15. In Situation 5.2.10, suppose E is a reduced divisor on X whose

components lie in Comp |f | and such that E \ Bs |f | is connected. Then E is a member
of |f | if and only if for every subset B ⊂ X of codimension 2 containing Bs |f | and every
integral divisor A ⊂ X, there is a t-ample curve C 6⊂ B such that

#(C ∩ E)X\B +#(C ∩A)X\B > # [C ∩ f ]X\B .

Proof. This follows immediately from Lemma 5.2.13, once we note that E must lie in
Yz for some z ∈ Z, since E \ Bs |f | is connected. �

60



5.3. Zariski topology lemmas. In this section we assume that the base field k is
algebraically closed and uncountable.

Definition 5.3.1. LetX be a normal, proper variety. A t-pencil onX is a set of reduced
Weil divisors {Dc} such that

(1) the union of the Dc contains all closed points of X,
(2) there is a subset B ⊂ X of codimension ≥ 2 such that Dc1 ∩Dc2 ⊂ B for every

c1 6= c2, and
(3) all but finitely many of the Dc are irreducible.

Two t-pencils are distinct if they share only finitely many members.

Lemma 5.3.2. Suppose X is a proper normal variety over a field k. Let Hilb1
X be the

union of the components of the Hilbert scheme that contain points corresponding to
integral divisors. Then Hilb1

X has only countably many irreducible components.

Proof. Let π : X ′ → X be a birational projective morphism from a normal projective
variety. In particular, π is an isomorphism in codimension 1. Define a rational map

p :
(
Hilb1

X′

)
red

99K Hilb1
X

by pushforward. More precisely, the universal ideal sheaf I ⊂ OX′×Hilb1
X′

defines an

ideal sheaf

π∗I∩ OX×Hilb1
X′

⊂ OX×Hilb1
X′
.

By generic flatness, this defines a rational map from the reduced structure of Hilb1
X′

to Hilb1
X . On the other hand, strict transform defines a rational map

q :
(
Hilb1

X

)
red

99K Hilb1
X′ .

It is not hard to see that pq = id as rational maps on each irreducible component of
Hilb1

X . In particular, the set of irreducible components of Hilb1
X is identified with a

subset of the set of irreducible componens of Hilb1
X′ . Since X ′ is projective, HilbX′ has

countably many components. The result follows. �

Lemma 5.3.3. Let X be a normal, proper variety and {Dc} a t-pencil. Assume that the
base field is uncountable and algebraically closed. Then there is a (possibly irrational)

pencil of divisors |f | such that

ConnComp{Dc \ Bs |f |} = ConnComp{E \ Bs |f | : E ∈ |f |}.
In particular, if every Dc\Bs |f | is connected and every E\Bs |f | is connected for E ∈ |f |,
then the Dc are precisely the reduced structures on the E ∈ |f |.
Proof. By Lemma 5.3.2, countably many components of the Hilbert scheme of X con-
tain all of the points [Dc]. Thus, there are uncountably many Dc that are algebraically
equivalent. They determine a pencil |D| by Lemma 5.2.8. Each remaining divisor
must lie in a member of |D| (by connectedness). Since the Dc cover X, we conclude
that each connected component appears. �

As the following example shows, over a countable field t-pencils need not come from
algebraic pencils. (This more or less must be the case by Lemma 4.4.1. Here is an
explicit example.)
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Example 5.3.4 (t-pencils over countable fields). Let X be a normal, projective variety
of dimension ≥ 2 over an infinite field K and L a very ample line bundle on X.

Pick any s1 ∈ H0(X,Lm1) and s2 ∈ H0(X,Lm2). Assume that we already have si ∈
H0(X,Lmi) for i = 1, . . . , r such that Supp(si = sj = 0) is independent of 1 ≤ i < j ≤ r.

Set M =
∏

imi,

Sr+1 :=

(
∏

i

s
M/mi

i

)(
∑

i

s
−M/mi

i

)
and Tr+1 :=

∏

i

si.

and choose
sr+1 = Sr+1 + g · Tr+1

for a general g ∈ H0(X,Lnr) where nr =M(r−1)−∑imi. Then (sr+1 = 0) is irreducible
and Supp(si = sj = 0) is independent of 1 ≤ i < j ≤ r + 1.

If K is countable then we can order the points of X as x1, x2, . . . and we can choose
the si such that

∏r
i=1 si vanishes on x1, . . . , xr for every r. Then the resulting Di :=

(si = 0) is a t-pencil that does not correspond to any actual pencil.

Definition 5.3.5. Let X be a normal proper variety and {Dc} a t-pencil. We say that
Dc is a true member of {Dc} if the condition of Corollary 5.2.15 holds.

Definition 5.3.6. Two reduced divisors D and E are directly linearly t-equivalent if
there is an uncountable collection of divisors Fi, i ∈ I such that

(1) for each Fi, there is a t-pencil Pi containing D and Fi as true members and a
t-pencil Qi containing E and Fi as true members;

(2) the pencils Pi are pairwise distinct, and the pencils Qi are pairwise distinct.

The equivalence relation generated by direct linear t-equivalence will be called linear
t-equivalence and denoted by ∼t.

Lemma 5.3.7. If X is a proper normal variety over an uncountable algebraically
closed field of characteristic 0, then linearly t-equivalent divisors are linearly equiv-
alent.

Proof. It suffices to show that two directly linear t-equivalent divisors D and E are
linearly equivalent. By Lemma 5.3.3, there are pencils connecting D to Fi and E to Fi.
SinceX has only countably many irrational pencils (by Proposition 5.2.5), we conclude
that most of the pencils are linear, showing that D and E are linearly equivalent. �

Lemma 5.3.8. If X is a proper normal variety over an uncountable algebraically
closed field of characteristic 0 then linear equivalence of divisors is the same as lin-
ear t-equivalence.

Proof. By Lemma 5.3.7, it suffices to show that linearly equivalent divisors are lin-
early t-equivalent.

Choose a proper birational morphism p : X ′ → X whereX ′ is normal and projective.
Let B ⊂ X be the smallest closed subset such that p is an isomorphism over X \ B,
and let B′ = p−1(B). Let |H ′| be an ample linear system on X ′ and set |H| := p∗|H ′|.
This is well-defined since proper pushforward of algebraic cycles preserves rational
equivalence. Note that for any m > 0 we have that p∗mH

′ = mH. Similarly, for any
divisor A ⊂ X with strict transform A′ in X ′, we have that |A +mH| = p∗|A′ +mH ′|.
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In particular, for all sufficiently large m, we have that |A+mH| is the pushforward of
a very ample linear system from X ′.

Suppose A is a connected reduced divisor on X with strict transform A′ ⊂ X ′. (Note
that A′ need not be connected.) Choosem so that A′+mH ′ is very ample. Let A′

0, . . . , A
′
m

be the connected components of A′ \B′. A general member H ′
m of |mH ′| is integral and

meets A′
i for all i, so that (H ′

m + A′) \B′ is connected.
Write Q0, . . . , QN for the irreducible components of (H ′

m+A′)\B′. A general member
A′

m of |A′ + mH ′| will be integral and not contain any irreducible component of any
intersection Qi ∩Qj . It follows that (H ′

m + A′) \ A′
m remains connected.

It follows that for general Hm ∈ |mH| and Am ∈ |A + mH|, we have that A + Hm

and Am are directly linearly t-equivalent, since we have just shown that for general
choices of Hm and Am, removing the base locus of 〈A + Hm, Am〉 does not disconnect
A +Hm or Am. Since this holds for general Am given a fixed general Hm, we see that
for general Am and Hm we have a linear t-equivalence A +Hm ∼t Am.

Suppose given an effective divisor
∑n

i=1 aiAi on X. Arguing as above we see that
for large enough m and a general member Hm ∈ |mH|, there is a direct linear t-
equivalence

A1 +Hm ∼t A0

with A0 an integral divisor distinct from A1, . . . , An. This yields a linear t-equivalence

Hm +
n∑

i=1

aiAi ∼t A0 + (a1 − 1)A1 +
n∑

i=2

aiAi.

By induction on
∑
ai, we see that for all sufficiently large m, for any d >

∑
ai and

general members H
(1)
m , . . . , H

(d)
m , there is a linear t-equivalence

H(1)
m + · · ·+H(d)

m +
∑

aiAi ∼t A∞

for some integral divisor A∞.
Given two linearly equivalent effective divisors A =

∑n
i=1 aiAi and B =

∑m
j=1 bjBj,

choose d > max{∑ ai,
∑
bj}. By the above argument, we get linear t-equivalences

H(1)
m + · · ·+H(d)

m + A ∼t A∞

and

H(1)
m + · · ·+H(d)

m +B ∼t B∞

for two linearly equivalent integral divisors A∞ and B∞. Moreover, choosing d large
enough, we may assume that the linear system containing A∞ and B∞ is the pushfor-
ward of a very ample linear system from X ′. Choosing a general member of the linear
system |A∞| then produces uncountably many pencils as in Definition 5.3.6.

We thus get a chain of linear t-equivalences

H(1) + · · ·+H(d) + A ∼t A∞ ∼t B∞ ∼t H
(1) + · · ·+H(d) +B,

showing that A and B are linearly t-equivalent, as claimed. �
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5.4. A topological Gabriel theorem. In this section, we prove the following ana-
logues of Gabriel’s reconstruction theorem.

Theorem 5.4.1. Let X be a proper normal variety of dimension at least 2 over an
uncountable algebraically closed field k. Let C be one of the following categories:

(1) the category of constructible abelian étale sheaves on X;

(2) the category of constructible étale sheaves of Fℓ-modules on X;
(3) the category of constructible étale Qℓ-sheaves on X;

(4) the category of constructible étale Qℓ-sheaves on X.

Then X is uniquely determined as an abstract scheme up to isomorphism by the cate-
gory Cup to equivalence. More precisely, given two such varieties X and Y , any equiv-
alence CX → CY induces an isomorphism X → Y of schemes.

Let A be one of the rings Fℓ or a subfield Qℓ ⊂ A ⊂ Qℓ and let C be the category of
constructible étale A-modules on X.

Lemma 5.4.2. A constructible A-module M is isomorphic to a sheaf of the form ι∗A for
some ι : Spec k → X if and only if it is a (non-zero) simple object of C.

Proof. Since M is constructible, its support is a constructible subset of X. If it contains
two closed points x and y, then M contains the proper submodule ι!Mx, where ι : x →
X is the inclusion map. We conclude that M is supported at a single closed point
x ∈ X, so that M = ι∗M

′ for some M ′. Since M is simple, M ′ must be a simple vector
space, so it must have dimension 1. �

Definition 5.4.3. Irreducible objects and equivalence.

• An object F ∈ C is irreducible if
(1) for every simple object s ∈ Cwe have dimA Hom(F, s) ≤ 1, and
(2) any pair of subobjects F ′, F ′′ ⊂ F have non-zero intersection.

• The support of an irreducible object F is the set Supp(F ) of simple quotients of
F .

• Two irreducible objects F and F ′ are equivalent if Supp(F ) = Supp(F ′).
• An irreducible object F is a partial closure of an irreducible object G if there

are non-zero subobjects F ′ ⊂ F and G′ ⊂ G such that F ′ is equivalent to G′.
• An irreducible object F is closed if any partial closure of F has the same sup-

port.
• An irreducible object F is a closure of an irreducible object F ′ if F is a closed

partial closure of F ′.

We can associate two subsets of X to an irreducible object F : the support of the
sheaf F and the set Supp(F ) as defined above, which is identified with a subset of X
via Lemma 5.4.2. It is not hard to see that the support of the sheaf F is the Zariski
closure of the set of closed points, which is Supp(F ). We will safely conflate these
supports in what follows.

Lemma 5.4.4. The following hold for irreducible objects.

(1) If F is a closed irreducible object of C then the support of F is a closed irre-
ducible subset of X.
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(2) The set of irreducible closed subsets of X is in bijection with equivalence classes
of closed irreducible objects of C.

(3) An irreducible closed subset Y ⊂ X lies in an irreducible closed subset Z ⊂ X if

and only if there is a closed irreducible sheaf F with Supp(F ) = Z(k), a closed
irreducible sheaf F ′ with Supp(F ′) = Y (k), and a surjection F → F ′.

Proof. If the support of F is not irreducible then there are two open subsets U, V ⊂
Supp(F ) such that U ∩ V = ∅. But then (jU )!FU and (jV )!FV are two non-zero sub-
sheaves with trivial intersection. Suppose the support of F is not closed. Consider the

inclusion Supp(F ) →֒ Supp(F ). Since F is constructible, there is an open subscheme

U ⊂ Supp(F ) ⊂ Supp(F ). The constant sheaf on Supp(F ) is then a partial closure of F ,

since j!F |U is equivalent to i!A, where j : U → Supp(F ) and i : U → Supp(F ) are the
natural open immersions.

The second statement follows from the first statement and the fact that constant
sheaves define all irreducible closed subsets.

The last statement follows from the fact that for any surjection F → F ′ we have
Supp(F ′) ⊂ Supp(F ), combined with the fact that, if i : Y → Z is a closed immersion,
the natural map AZ → i∗AY is a surjection of irreducible sheaves. �

Proposition 5.4.5. The Zariski topological space X is uniquely determined by the
category C.

Proof. It suffices to reconstruct the Zariski topology on the set of closed points X(k).
First note that we can describe the set itself as the set of isomorphism classes of sim-
ple objects of C, by Lemma 5.4.2. Given a sheaf F , we can thus describe the support
Supp(F ) ⊂ X(k). By Lemma 5.4.4,we can reconstruct the set of irreducible closed sub-
sets Z ⊂ X(k). This suffices to completely determine the topology, since closed subsets
are precisely finite unions of irreducible closed subsets. �

Proof of Theorem 5.4.1. The result follows immediately from Proposition 5.4.5 and
Theorem 5.1.2. �

Remark 5.4.6. It is natural to wonder if there are topological analogues of Balmer’s
monoidal reconstruction theorem [1], or the theory of Fourier–Mukai transforms.
These ideas will be pursued elsewhere.

5.5. Counterexamples with weaker hypotheses. Here we give some examples
showing that the assumption that k is algebraically closed of characteristic 0 is nec-
essary for Theorem 5.1.1 and Theorem 5.1.2 to be true as stated. We also briefly spec-
ulate about appropriate replacements in positive characteristic.

Example 5.5.1. Let E be an elliptic curve over a field k of characteristic p > 0. Then
the morphism

FE/k × id : E ×k E → E(p) ×k E

is a homeomorphism which is not induced by an isomorphism of schemes

E ×k E → E(p) ×k E.

Indeed such an isomorphism would have to respect the product structure implying
that E ≃ E(p) over k. So we get examples where Theorem 5.1.2 fails by choosing E
such that E is not isomorphic to E(p) over k.
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Example 5.5.2. For the second example, we assume that k has characteristic at least
5. Given a homogeneous polynomial f(x, y, z) of degree p, let Df ⊂ P3 denote the
divisor given by the equation wp − f(x, y, z). The projection map

(x, y, z, w) 7→ (x, y, z) : P3
99K P2

defines a morphism π : Df → P2 which realizes Df as obtained from the p-th root
construction

Df = SpecOP2
O⊕ O(−1)⊕ · · · ⊕ O(−p + 1),

with the multiplication structure defined by the inclusion O(−p) → O associated to
the divisor f(x, y, z) = 0. In particular, Df is finite flat over P2. Since a general such
polynomial f (for example, f(x, y, z) = xp−1y+ yp−1w+wp−1x) has a finite set of critical
points, we see that for such f the scheme Df is a normal surface. By adjunction, we
have that KDf

∼= ODf
(p− 3) is big. We will write Xf → Df for a minimal resolution of

Xf ; the preceding considerations show that Xf is a smooth surface of general type.
Since π is purely inseparable, the map π is a homeomorphism, but not an isomor-

phism, as Df is not smooth. This gives counterexamples to Theorem 5.1.2 in positive
characteristic.

Note that the example described here comes from a purely inseparable homeomor-
phism X → P . In particular, X and P have isomorphic perfections. This leads natu-
rally to the following question:

Question 5.5.3. Suppose X and Y are proper normal varieties of dimension at least
2 over uncountable algebraically closed fields with perfections Xperf and Y perf. Is the
map

Isom(Xperf, Y perf) → Isom(|X|, |Y |)
a bijection?

In the spirit of Grothendieck and Voevodsky, it is also natural to ask the following
question.

Question 5.5.4. Is the perfection of a normal scheme of positive dimension over an
uncountable algebraically closed field uniquely determined by its proétale topos?

We also note the following result of Kollár and Mangolte [?].

Theorem 5.5.5 (Kollár–Mangolte). Let S be a smooth, projective rational surface over
R. Then the group of algebraic automorphisms (defined over R) is dense in the group
of diffeomorphisms of S(R).

Here an algebraic automorphism is an automorphism of S(R) induced by a rational
map S 99K S whose domain of definition includes all of the real points S(R). Thus,
for instance, there are many Cremona transformations with purely imaginary base-
points that induce Zariski homeomorphisms on the Zariski dense of real points. These
cannot extend to isomorphisms of schemes, even after change of complex structure.
Thus, the fullness of the functor fails if one tries to restrict attention to real points,
even for rational surfaces.
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ics. Birkhäuser Boston, Inc., Boston, MA, 1983.

[14] Teruhisa Matsusaka. Polarized varieties with a given Hilbert polynomial. Amer. J. Math.,

94:1027–1077, 1972.
[15] R. J. Mihalek. Projective geometry and algebraic structures. Academic Press, New York-London,

1972.

[16] David Mumford. The topology of normal singularities of an algebraic surface and a criterion for

simplicity. Inst. Hautes Études Sci. Publ. Math., (9):5–22, 1961.

[17] Bjorn Poonen. Bertini theorems over finite fields. Ann. of Math. (2), 160(3):1099–1127, 2004.
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